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EXECUTIVE SUMMARY

Important weapons of the next major war will be the acquisition,
denial, and employment of information. The explosive growth of the
cyber domain, with its abilities to vector large quantities of information
to billions of Internet users worldwide at trivial cost, exacerbated the
importance of information operations across the spectrum of commu-
nications and conflict. In a world that witnesses the rise of insurgencies
across the globe, the Internet is a weapon used not only by hackers
seeking to empty the bank accounts of unwitting victims but also by
governments dedicated to the defeat, or overthrow, of their enemies.
This work explores the methods, successes, and failures of some recent
resistance movements, as well as the efforts of their adversaries.

The authors identified the pertinent research in the cyber domain
with subject matter experts to determine the areas of focus for this book.
Within these focus areas, we considered the mission sets relevant to the
US Army Special Operations Forces (ARSOF) soldier and assessed the
operational relevance of resistance in the cyber domain. Upon analysis
of the required knowledge for the ARSOF soldier, the chapters develop
key takeaways. These key takeaways are for the ARSOF soldier to digest
and integrate into their planning and operational actions in the field.
A more applied perspective of the key takeaways can be found in the
concluding chapter in case studies and fictional scenarios.

Resistance movements leverage the cyber domain since informa-
tion technology began to intertwine the globe with unprecedented
scope, speed, and accessibility. Several important characteristics dis-
tinguish today’s resistance movement. One of these characteristics is
the use of online social media platforms to frame the messaging of
the resistance. Additionally, the new technology diminishes the role
of formal organizations. While some argue that new media is simply a
faster and more resource efficient means of communicating and orga-
nizing, others maintain that new media changes how resistance move-
ments mobilize participants, as well as the role of formal organizations,
and the resulting political outcomes. This new form of resistance relies
heavily upon new media to mobilize and organize, while diminishing
the role of formal organizations in favor of leaderless, networked struc-
tures, as discussed in the social network and human factors chapters.
Ultimately, the cyber domain forever changed the resistance landscape
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in how they emerge, diffuse, and operate, yielding new advantages and
creating new vulnerabilities.

In the development of this book, we articulated the role of the cyber
domain in today’s resistance movements while focusing on those les-
sons that influence a soldier’s decisions or actions in this domain. We
started by historically placing cyber operations within ARSOF infor-
mation operations. Chapter 2 analyzes the science of resistance in two
broad categories: organizations or individual resistances that use new
media and those that leverage the domain for offensive and defensive
operations in pursuit of political or security objectives. After laying the
historical and scientific groundwork in the first two chapters, chapter
3 provides a concise overview of the key terms and concepts in cyber
operations drawn from hacker culture and emerging military doctrine.

Chapters 4 through 6 focus on specific areas within the three
dimensions of the information environment: cognitive, informational,
and technical. Chapter 4 considers how cyberspace provides many new
communication and information avenues for resistance movements.
However, these new cyber mechanisms involve inherent security risks.
Chapter 5 depicts various aspects of narratives, social media, and social
networks within the cognitive dimension. This chapter introduces read-
ers to concepts at the intersection of social media, social psychology,
and network science, all of which contribute to understanding military
operations in the online environment. Chapter 6 focuses on cyber sys-
tems within the physical dimension of cyberspace. The interconnected
network of information technology infrastructures operating across
cyberspace are a part of the US national critical infrastructure, and
their security vulnerabilities are considered.

Chapters 7 through 9 focus on important considerations that
shape the planning and execution of cyber operations: actors, attri-
bution, and legal environments. Chapter 7 outlines how cyber affects
the traditional underground functions of leadership and organization,
recruiting, intelligence, financing, logistics, training, communications,
security, subversion and sabotage, and psychological operations. Chap-
ter 8 provides the reader with a foundational knowledge of the tech-
nologies and tactics involved in managing attribution, both from the
standpoint of users seeking to hide their identities and others seek-
ing to uncover hidden activities. In addition, chapter 9 considers the
thresholds for the application of certain bodies of law, which can often
be particularly difficult to determine in cyber activities. The chapters
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develop key takeaways throughout to provide the reader with guiding
principles to inform their actions in the cyber realm. Case studies and
fictional scenarios demonstrate the employment of these key takeaways,
which are crucial for the development of successful cyber operations
and appropriate security protocols.

Chapter 10 is an applied lessons chapter with case studies and fic-
tional scenarios. The scenarios provide the reader with some scene
setting information. Follow-on questions then hint at pertinent key
takeaways. In the some examples, the answers reveal historically accu-
rate life events. While the fictional scenario has a hypothetical answer,
this is by no means the only correct answer. The chapter provides an
opportunity for the ARSOF solider to critically think through the take-
away messages from across the various chapters and think holistically
about an operation.

This book offers readers an overview of a new realm of warfare, par-
ticularly as it applies to resistance movements and information opera-
tions. Few suspected that one day cyber would become a major weapon
of war, with its own tactics and principles. Now we find ourselves with
the need to study and understand these tactics to employ the full
breadth of possible impacts. Information has always been powerful, but
that power is amplified by cyberspace. We recognize that information is
far more accessible now, and knowledge of how to employ cyber opera-
tions increases the potential to disrupt an adversary.
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CHAPTER 1.
HISTORY OF US ARMY SPECIAL
OPERATIONS FORCES (ARSOF) AND
INFORMATION OPERATIONS






Chapter 1. History of ARSOF and Information Operations

INTRODUCTION

“Airplanes are interesting toys, but have no military value.” Ferdi-
nand Foch, one of the most famous generals of World War One, uttered
these seemingly insignificant words in 1911 when the nations had lit-
tle understanding of the potential power of air supremacy in combat
operations.! Less than seven years later, Foch was the supreme com-
mander of the French, British, Belgian, and American armies on the
Western Front, and the French alone produced almost 68,000 combat
aircraft.? By 1918, few major military operations could be undertaken
and expected to succeed without the attacker first securing control of
the airspace over the battlefield.

When the Internet was first commercialized, little thought was
given to the implications of a worldwide system that could connect to
every nation, organization, and for that matter, individual computer,
on the globe. As the Internet became a global phenomenon, in the late
1980s and early 1990s, although its commercial and social advantages
were quickly recognized, few suspected that one day it would serve as a
weapon of war, with its own tactics and basic principles. Much like the
airplane in 1911, we have been slow to understand the significant power
of the cyber domain in the future operating environment. This study
seeks to acknowledge that power and harness fundamental knowledge
of the cyber domain as it applies to resistance studies.

Important weapons of the next major war will be the acquisition,
denial, and employment of information. The growth of the cyber
domain, with its abilities to vector large quantities of information to
billions of Internet users worldwide at trivial cost, exacerbated the
importance of information operations across the spectrum of commu-
nications and conflict.

The 2018 National Defense Strategy calls for the dedication of
funds toward “cyber defense, resilience, and continued integration
of cyber capability into the full spectrum of military operations.” In
a world that witnesses the rise of insurgencies across the globe, the
Internet is a weapon used not only by hackers seeking to empty the
bank accounts of unwitting victims but also by governments dedicated
to the defeat, or overthrow, of their enemies. More recently, resistance
movements, from the Arab Spring in the Middle East, to the Zapatistas
in Mexico, to Falun Gong in China, to the Occupy Movement in the
United States, leverage the many benefits offered to resistance groups
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by the cyber domain in their pursuit of political, religious, and military
victory against governments they consider oppressive or evil. This work
explores some of these movements and highlights their methods, suc-
cesses, and failures, as well as the efforts of their adversaries.

This book offers readers an overview of cyber operations, a new
realm of warfare, particularly as it applies to resistance movements
and information operations. This first, introductory chapter offers a
brief history of information operations, as well as an overview of the
historical use of information operations—with a focus on the cyber
domain—by US Army Special Operations Forces.

A SHORT HISTORY OF INFORMATION
OPERATIONS

“IO is not everything, but everything we do has an IO effect.™

This lesson from the Tactical Commander’s Handbook on “Infor-
mation Operations: Operation Iraqi Freedom (OIF)” demonstrates that
information operations should be a constant consideration in opera-
tions. However, this is not a new phenomenon. Information warfare is
a concept as old as warfare itself. One needs only to recall the story of
the Trojan Horse, from Homer’s Iliad, or the words of the legendary
Chinese military sage, Sun Tzu, who once wrote, “All warfare is based
on deception.”

Dr. Tom Rona coined the term ‘information warfare.” He first
used the term in a report to the Boeing Company in 1976, entitled,
“Weapon Systems and Information War.” In this article, Dr. Rona noted
that information itself, as it became a more critical component of the
national economy and military infrastructure of the United States, was
as a consequence an important, vulnerable target.®

According to the handbook’ issued to US Army company command-
ers during Operation Iraqi Freedom, information operations:
¢ “Is a tool to influence the use of information to meet your
intent in every operation

e Is a horizontal staff synchronization process through
all elements of combat power and conducted within the
construct of the military decision-making process (MDMP)

e Aligns the use of information by all the unit’s existent
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operations and focuses on the commander’s intent

Figure 1-1. Chinese military philosopher, Sun Tzu.

e s both lethal and non-lethal, directed under the S3/G3/C3,
and vertically integrated with higher and lower plans and

with coalition and host nation (HN) information operations
(IO) efforts

* Synchronizes effects”

Note that despite these characteristics, the implementation of infor-
mation operations, at least at the outset, clashes with traditional Ameri-
can values, notably as they relate to the means by which information is
obtained (e.g., honesty or falsehood).

A successful use of information warfare can be traced back to
World War One. In 1917, the Germans loaded Vladimir Lenin and his
comrades on a train headed to the Russian city of Petrograd. One com-
mentator called this an example of “human malware.” By facilitating
the arrival of Lenin, the Germans brought about the destruction of
the Russian monarchy. Lenin was the human malware, an agent carry-
ing information intentionally designed to cause damage to a network.
In this case, the network was the Russian monarchical government.



Resistance and the Cyber Domain

Thus, the arrival of Lenin and his associates in Russia brought about
the eventual collapse of the Russian army, the fall of the monarch, and
the Russian Revolution that same year.

The closing of the State Department’s Cipher Bureau in 1929 by
Secretary of State Henry Stimson, accompanied by his legendary state-
ment, “Gentlemen do not read each other’s mail.”® This kind of sepa-
rating American military operations from political matters resulted in
retarding the widespread acceptance of information operations as a
form of warfare.

Over time, however, information operations, and the employment of
its active component, information warfare, became a vital part of mod-
ern war. During the Second World War, major combatants employed
information operations. The British, in particular, excelled at its use.
One example was Operation Mincemeat, prior to the allied invasion of
Sicily in 1943. At the time, although the German and Italian high com-
mands expected an allied invasion of continental Europe, after being
driven out of North Africa, they were unable to decide where such an
invasion might come. Possible targets ranged from the coast of south-
ern France to the Balkans and Greece. Operation Mincemeat involved
a plan to convince the Germans that an important courier with docu-
ments of great importance died when his plane crashed off the coast
of Spain. Using the corpse of a dead vagrant, whose papers identified
him as “Captain William Martin,” the British planted the body, along
with a briefcase packed with false planning documents, close to Spain,
where it was retrieved by Spanish fishermen. As hoped, the body and
its bogus materials eventually found its way into the hands of the Ger-
mans. According to the documents they read, the Germans were led to
expectan invasion in either Greece, Sardinia, or both, which resulted in
mostly undefended beaches of the actual target of the invasion, Sicily."

Another example of the utility of information operations in World
War Two was the creation of General George S. Patton’s “ghost army”
created before the D-Day invasion. Patton, whom the Germans consid-
ered one of the better American field generals, was appointed to “com-
mand” the fictional First US Army Group (FUSAG), which allegedly
included over a million men and thousands of tanks and other vehicles
(see Figure 1-2)."
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The FUSAG’s deception operations were extremely effective. A crit-
ical analysis of the FUSAG conducted by Major Donald J. Bacon reveals
operational success by implementing deception in the information
operations that the FUSAG conducted. Brown’s study further identi-
fies that the allies were able to control the key channels of information
and collect enemy intelligence on the deception operations. Brown
concludes that by strategically aligning deception planning to strategic
and operational objectives, the FUSAG centralized high-level planning,
maintained the required secrecy, and executed sound techniques in
the allotted timeframe.”"

Numerous other examples of the effective employment of informa-
tion operations occurred both during World War Two and in succeed-
ing wars. The Cold War tactics included the use of radio, in the forms
of such networks as Radio Free Europe, Radio Liberty, and the Voice
of America, to convey information and political opinions from the US
government to the peoples of regions such as Eastern Europe and the
Soviet Union.

Estimates claim that Radio Free Europe reached over thirty-five
million listeners" in the Soviet-occupied countries of Eastern Europe,
and during the Cold War, many citizens considered it their primary
source of accurate, objective news. The network was seen as a beacon by
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the citizens of their respective nations during the Hungarian uprising
against the Soviets in 1956, as well as the “Prague Spring” in Czecho-
slovakia in 1968."

The Morale Operations (MO) branch of the Office of Strategic
Services (OSS) implemented information operations tactics. The MO
Branch generated undercover and misinformation propaganda against
the axis powers. One of its first significant operations was a rumor cam-
paign, during which the group spread memorable rumors that appealed
to the emotions with the intent to cause fear, confusion, and doubt."
For example, one rumor touted the capture of a high-level Nazi leader.
During the war, the OSS and the Political Warfare Executive (British
MO equivalent) churned out about twenty rumors per week and mea-
sured the effectiveness through publicity in the press.'®

Today, information operations encompasses a range of communi-
cation media. According to Joint Publication 3-13, information opera-
tions incorporates the following: electronic warfare (EW), computer
network operations (CNO), psychological operations (PSYOP), military
deception (MILDEC), and operations security (OPSEC). The afore-
mentioned IO activities are employed with the intent to influence, dis-
rupt, corrupt, or interfere with adversaries’ capabilities."”

During the first Gulf War, information operations impacted not only
the planning of US and coalition forces but also the results of the cam-
paign itself.” One of the most memorable deceptions of these endeav-
ors was the public embarkation of US Marine forces off the Kuwaiti
coast, reinforced by frequent news reports of Marines practicing for an
amphibious invasion. This publicity resulted in the positioning of many
Iraqi units along the coast in anticipation of such an attack.”

Information operations employment in a military context can con-
trol the flow of information to and from an adversary. This flow can
deceive enemy commanders about the intentions of one’s own forces
or inspire friendly forces, neutral nations, civilians, or those yet unen-
gaged in a current conflict. This book focuses on resistance in the
cyber domain, but cyberspace itself is a new, albeit far more impactful,
tool among many to be used in the information operations arena.
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THE US MILITARY AND THE CYBER DOMAIN

The cyber domain’s strengths and weaknesses increasingly hold
relevance to commerce, national defense, and warfare.?’ Therefore,
the US Department of Defense established a command to devote its
resources solely to the military aspects of cyberspace. In May 2018, US
Cyber Command (USCYBERCOM) became the nation’s 10th Unified
Combatant Command. Its mission is to direct, synchronize, and coordi-
nate cyberspace planning dedicated to the defense of the United States
and to the furtherance of US policies and goals worldwide.

Figure 1-3. Seal of USCYBERCOM.

Accessing and controlling information has always been a valuable
tool on the battlefield. However, the Information Age resulted in a
requirement that such information be available, controllable (if need
be), and immediate. Near-peer countries, such as Russia and China,
stood up similar organizations, recognizing the threats and inherent
value in cyberspace.

Underscoring the importance of the cyber domain, the 2017 National
Security Strategy (NSS) emphasizes the fundamental responsibility of
the federal government to the American people is to defend the critical
infrastructure from “malicious cyber actors.” The NSS continues:

A democracy is only as resilient as its people. An
informed and engaged citizenry is the fundamental
requirement for a free and resilient nation. For genera-
tions, our society has protected free press, free speech,
and free thought. Today, actors such as Russia are using
information tools in an attempt to undermine the
legitimacy of democracies. Adversaries target media,
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political processes, financial networks, and personal
data. The American public and private sectors must
recognize this and work together to defend our way
of life. No external threat can be allowed to shake our
shared commitment to our values, undermine our sys-
tem of government, or divide our Nation.”

Cyberspace and its vulnerabilities are referenced a
number of times in the NSS. Referencing cyber attacks,
the NSS demonstrates the challenges to information,
technology, military dominance, and economic pros-
perity, concluding that that, “America’s response to
the challenges and opportunities of the cyber ear will
determine our future prosperity and security.*

A modern combatant can access an adversary’s computer networks
to gather information. However, having secure access to reliable infor-
mation—without manipulated data, cyber attacks, or even disinforma-
tion campaigns—is increasingly important. In short, one’s enemies
can now be anywhere within one’s own network, and therefore one’s
own defenses.

Because information is so much more accessible today, informa-
tion operations, and thus information warfare, offers an enterprising
combatant far more potential to disrupt enemy operations, or enhance
one’s own, than ever before.

ARSOF AND INFORMATION OPERATIONS

While the concept of information operations itself is longstand-
ing, the US Army, and the American military in general, first used the
term “information superiority” in 2010. The Army’s specific definition
of information superiority, as defined in ATP 3-13.1, “The Conduct of
Information Operations,” states:

Information operations is the integrated employment,
during military operations, of information-related
capabilities in concert with other lines of operation
to influence, disrupt, corrupt, or usurp the decision-
making of adversaries and potential adversaries while
protecting our own.”

10
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The Special Operations Forces Reference Manual* lists military
information support operations (MISO) as one of the core activities of
special operations. The manual further describes MISO in this manner:

MISO convey selected information and indicators to
foreign audiences to influence their emotions, motives,
objective reasoning, and ultimately the behavior of for-
eign governments, organizations, groups, and individ-
uals. The purpose of MISO is to induce or reinforce
foreign attitudes and behaviors favorable to the joint
force commander’s objectives. Dramatic changes in
information technology and social networking have
added a new, rapidly evolving dimension to opera-
tions, and the ability to influence relevant audiences is
integral to how SOF address local, regional, and trans-
national challenges.

In practical terms, US Special Forces should begin perceiving infor-
mation operations—particularly as they involve cyberspace and social
media—as a new, albeit non-kinetic, weapon, one that offers enormous
potential to those who can exploit it properly. This study highlights
some historic uses, and successes, of cyber warfare, and new examples
of its use as a tool in modern diplomacy and conflict appear frequently.

Social media can be employed inexpensively and directed at a far-
flung audience to promote or belittle a cause. People can use social
media to spoof or dilute similar attempts at messaging from one’s foes or
organize demonstrations for or against a standing government. Cyber
attacks can be used to paralyze or disrupt an enemy’s communications
network or to access databases or records previously considered secure.

In the modern social and political environments, a unit com-
mander—even at the lowest level—is concerned with the perceptions,
and therefore the perceived effects, of the actions of his troops, and
of his enemy, upon public opinion across the world. It is increasingly
easier for members of the public to access information on any subject;
therefore, it is far easier to influence that public and, consequently,
its perceptions.

In the growing digital age, “information superiority,” a concept
that did not exist two decades ago, is now considered a vital aspect of
modern warfare. An example would be the Russian war in Chechnya
in the 1990s. This example exemplifies information operations and/

11
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or superiority because the information campaign had the power to
change the outcome of the conflict.

When the Russians first invaded Chechnya, they encountered
strong armed resistance from the populace and suffered unexpectedly
heavy casualties, despite targeting specific groups and individuals, not
the population at large. When they returned to the area three years
later, in a second invasion, their intrusion into Chechnyan territory was
preceded by a massive propaganda campaign to make it clear that they
were not targeting the population at large, but rather those Russians
perceived as terrorists. As a result, they encountered far less resistance
and secured the assistance of many members of the local population
who previously might have been hostile to them.*

AN OVERVIEW OF THE CHAPTERS IN THIS BOOK

Each chapter of this book focuses on a specific area related to cyber
operations, and the phenomenon of cyberspace itself, and their effect
on resistance movements around the world. We begin (in Chapter 2)
with a discussion of the science of resistance in the cyber domain.

Chapter 2 focuses on the use of cyber operations along the spectrum
of resistance. First, there is an analysis of organizations or disaffected
individuals that use cyberspace, particularly via media disseminated via
the Internet, to further communication between their members and
like-minded individuals, as well as with the rest of the world, regard-
ing their political and religious objectives. The discussion proceeds to
more dynamic uses of the Internet to leverage digital information tools
in offensive or defensive operations in support of political, military,
or religious objectives. This chapter also describes the features in the
cyber domain that impact and motivate a successful resistance, includ-
ing a sense of commitment to the cause, affiliation with those of similar
sympathies, and membership in social networks.

Chapter 3 provides a foundation of the key terms and concepts of
cyber operations. Although some of the information provided is neces-
sarily technical, the bulk of this chapter focuses on new military doc-
trine, blended in some cases with computer hacker culture, and the
creation of powerful weapons within the non-kinetic cyber domain.

Chapter 4 discusses the positive and negative implications of
cyber operations for information security. This chapter compares and

12
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contrasts cybersecurity principles between the resistance movement
and state security forces. The discussion addresses opportunities of
rapid, inexpensive, and widespread information sharing and dissemi-
nation. In turn, the risks of using the cyber domain to transmit valu-
able information are also highlighted, as this new realm of technology
can often dispatch its user as easily as an intended target.

Chapter 5 introduces readers to the cognitive dimension of cyber-
space. “Cognition” is a scientific, or academic, word that implies the
process of thought itself. When we think, we collect information, use
our existing knowledge to analyze it, and then make decisions based
upon the suggestions yielded to us from the combination of that expe-
rience and the new information. This chapter discusses the intersection
of social media, social psychology, and network science. Without a clear
understanding of this process, the success of developing the proper
courses of action in the realm of military operations becomes unlikely.
Social media, once a form of entertainment, now represents persuasive
political tools, as well as a real weapon on the battlefield. This tool is
used to keep the loyalty of one’s own people and military, attract the
loyalty and support of the undecided, and weaken the loyalty of one’s
foes. “Hearts and minds” are still the target that offers the greatest
rewards to a successful strategy, and as such, a very strong understand-
ing of its primary battlefield—cyberspace—is critical to victory.

Chapter 6 focuses on the physical, non-cyber, aspects of cyberspace.
Supervisory control and data acquisition (SCADA) systems are used
across the telecommunications and cyberspace industries to monitor
computer systems by collecting data in real time (notably, telecommu-
nications and cyberspace) from a group of dispersed assets. This chap-
ter reviews past attacks against SCADA systems and discusses protective
measures to reduce such attacks in the future.

Chapter 7 dissects the theme of human factors as they relate to
cyber resistance movements. This chapter discusses the effects of cyber
warfare on the conduct of irregular warfare, without necessarily revok-
ing or changing its fundamental principles. Chapter 7 intends to review
the fundamental building blocks of traditional resistance movements
and then assess the effect of access to, and a strong understanding of,
the cyber domain on key resistance tenets in the realms of organization,
recruiting, intelligence, financing, training, and many others. Drawing
upon previous ARIS works, this chapter provides a cyber “lens” to the
basics of irregular warfare and underground resistance movements.

13
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In Chapter 8, the authors discuss that, unlike in earlier wars, it is
often very difficult, if not impossible, to discover the identity of one’s
enemies, at least when it comes to specific attacks. Nonattribution,
misattribution, and tools offering anonymity make conducting “false
flag” and similar attacks much easier than in the past. This chapter
investigates attackers who might leverage various cyber tools to mask
their attacks, but also the use of these same tools to defend against and
unmask the attackers.

Chapter 9 explores the legal implications of offensive and defensive
operations in cyberspace. It includes discussion of laws that might apply
to a cyberattack and which laws (national, international, or a mix) lend
themselves to a cyber defense. This chapter also describes different
interpretations of certain laws, depending upon who is attacking whom
and the level, or lack thereof, of general proclivity for violence in the
resistance movements conducting cyberattacks.

Finally, Chapter 10 details historical and hypothetical scenarios,
with suggestions as to which principles of the new realm of cyber war,
drawn from the previous chapters, might apply. Readers are encour-
aged to consider their own solutions and are provided with the actual
response to the historical event or a suggested response to those fic-
tional scenarios.
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INTRODUCTION

&E

“Resistance is defined in this work as a form of con-
tention or asymmetric conflict involving participants’
limited or collective mobilization of subversive and/or
disruptive efforts against an authority or structure.”

— Conceptual Typology of Resistance

This chapter presents an overview of the science of resistance
and its relation to resistance in the cyber domain. The cyber domain
is defined as “a global domain within the information environment
consisting of the interdependent networks of information technology
infrastructures and resident data, including the Internet, telecommu-
nications networks, computer systems, and embedded processors and
controllers.” Resistance in the cyber domain is analyzed in two broad
categories. The first is organizational or individual resistance, particu-
larly new media and social media, as a means of communication and
coordination to further political objectives. The second category is
devoted to organizations or individuals that leverage the cyber domain
for offensive and defensive operations in pursuit of political or security
objectives. Finally, this chapter explores particular features of the cyber
domain that impact the push and/or pull factors motivating resistance,
including commitment, affiliation, and social networks.

Resistance movements have leveraged the cyber domain since infor-
mation technology began to intertwine the globe with unprecedented
scope, speed, and accessibility. One of the first resistance movements to
successfully pursue its political objectives with an information warfare
strategy grounded in these new technologies emerged in an unlikely
place in the early 1990s—the hills of the Chiapas state of Mexico.

2.1 Resistance movements have leveraged the cyber domain since
information technology began to intertwine the globe with
unprecedented scope, speed, and accessibility.
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The Movimiento Civil Zapatista, known as the Zapatistas, formed
in the Mexican state of Chiapas in 1994. The Zapatistas, represented
by the iconic figure Subcomandante Marcos, adopted a repertoire of
violent tactics. Primarily, this meant guerrilla warfare, but they also
subordinated violence to their informational strategy. Led by Marcos,
the Zapatistas combined an anemic strategy of armed resistance with
a robust information strategy. This strategy helped them build coali-
tions with non-government and government organizations across the
world, using nascent cyber technologies, and subsequently, engendered
strong support.

It is unlikely that the Zapatistas would have been as successful as
they were, as quickly as they were, without the aid of these new technol-
ogies. As of 2018, the Zapatistas still thrived and controlled much of the
Mexican state of Chiapas with the tacit, if not enthusiastic, acceptance
of the Mexican federal government.?

More recently, the widespread adoption of social media platforms
by billions of users across the world ushered in a new era of resistance
in the cyber domain. The first impact of these new technologies began
after the 2008 global recession, when protesters in Iceland took to the
streets after the country’s economy collapsed. These protests resulted
in a constitutional reform process that used Internet and social media
technologies to crowdsource the reforms. Several years later in 2011,
massive protests began in Tunisia, sparked by the selfimmolation of
a street vendor who was harassed by Tunisian security forces. The civil
resistance that followed toppled the entrenched authoritarian regime
in that nation.

Resistance movements in Iceland, Tunisia, Iran, Egypt, and even the
United States all share several important characteristics that separate
them from their predecessors. The most striking of these were those
that employed previously unknown technologies, and the means which
those technologies provided, to encourage mass mobilization. Corol-
lary characteristics entailed the new technologies to frame these strug-
gles and, at the same time, the diminished role of formal organizations.

There are three primary arenas of communication in the infor-
mation environment pertinent to analyzing resistance in the cyber
domain. These arenas include public communications, regime com-
munications, and resistance communications.
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2.2 The most striking characteristics of new forms of resistance
is that they have employed previously unknown technologies,
and the means which those technologies provided, to encourage
mass mobilization.

Public communications include those generated by non-state
actors, particularly private corporations or media outlets. While most
observers analyzed how non-violent resistance movements, such as the
Arab Spring that began in Egypt and Tunisia in late 2010, help to shape
resistance against the governments in target countries, violent resis-
tance movements also supplement their information strategies with
new media platforms. Figure 2-1 depicts the spread of the Arab Spring
across the North Africa and the Middle East.

A nisia lebanon‘isyna
Morocco melr Iraq

Algeria Libya

Westerm
Sahara

I Civil Uprising

B Civil War

I Major Protests

28 Minor Protests
Protests & Governmental Changes
Revolution

Figure 2-1. The Arab Spring began in Tunisia and Egypt in 2010, and quickly
spread across North Africa and the Middle East.

Social scientists conducted initial research of new media shaping
resistance activities. While some argue that new media is simply a faster
and resource-efficient means of communicating and organizing, oth-
ers maintain that new media changed the measures with which resis-
tance movements mobilize participants, as well as the role of formal
organizations, and the resulting political outcomes. This new form of
resistance is called connective action, and it relies heavily upon new

21



Resistance and the Cyber Domain

media to mobilize and organize, while diminishing the role of formal
organizations in favor of leaderless, networked structures.

The three primary forms of resistance described in this chapter
incorporate these features to varying extents. Organizationally bro-
kered networks include strong, formal organizations that direct action,
communication, and collective identities while using new media to
manage participation and coordination. Organizationally enabled net-
works feature looser organizational structures with less central direc-
tion of action and communication. Their communication strategies
rely on new media platforms that center on generating personalized
identities to mobilize high numbers of participants.

The last of the three crowd-enabled networks exhibit little to no
formal organizational structures; some describe these as “leaderless”
networks, and they employ layers of new media technologies to support
personal expression and identity associated with a wide variety of con-
tentious issues. Adopting loose or leaderless organizational structures
may be strategic decisions, but the decision by movements as to which
to adopt also appears to be an ideological one, as many movements sig-
naled their distrust of political and economic institutions, even those
including any sort of organizational structure.

2.3 “Leaderless” networks exhibit little to no formal organizational
structures but do employ layers of new media technologies to
support personal expression and identity associated with a wide
variely of contentious issues.

Beginning in the late 2000s, resistance movements leveraging orga-
nizationally brokered networks, organizationally enabled networks,
and crowd-enabled networks achieved various unconventional warfare
(UW) objectives, whether it was to disrupt, coerce, or overthrow. Orga-
nizationally enabled action, by combining features of tighter coordina-
tion and personalized identity through new media technologies, was
successful in mobilizing hundreds of thousands to participate in pub-
lic protests during the Arab Spring protests, which helped to disrupt
and overthrow several governments. The governments that were over-
thrown included those of Egypt, Libya, Tunisia, and Yemen.

The capacity for rapid mass mobilization, however, also under-
scores the fragility of this new form of resistance. The emphasis on
loose or leaderless structures prevents many resistance movements
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from transitioning out of the revolutionary phase to roles in main-
stream politics, as the movements lack the organizational resources to
set agendas, develop common platforms, and act decisively.

While the loosely networked resistance movements formed during
this period demonstrate the emergence of a new sort of resistance, it
is important to emphasize that the older, more conventional forms of
resistance continue to thrive all over the world. To perceive the contem-
porary science of resistance, it is vital to turn our gaze to this powerful
tool. Resistance grounded in the cyber domain helped to topple sev-
eral entrenched authoritarian regimes, sparked a brutal civil war, influ-
enced policy-making decisions in powerful governments, and changed
global conversations about issues surrounding environmental and eco-
nomic injustice.

PUBLIC, REGIME, AND RESISTANCE
COMMUNICATIONS IN THE INFORMATION
ENVIRONMENT

e d

Although this volume focuses upon resistance occurring in the
cyber domain, it is important to note that such resistance activities
occur in the larger domain of the information environment (IE). The
cyber domain, a nebulous concept, is just one platform, or medium,
through which information and action pass. This concept more closely
maps to Russian military perspectives on the IE than those of the US
military. While the United States relegates actions related to cyber
warfare to a separate, discrete domain, the Russian military views con-
frontations within the IE as occurring at near-constant frequency. As
a result, Russian cyber operations carefully align with traditional mili-
tary operations at the strategic, not the operational or tactical level.
Moreover, the targets of such actions include not only foreign militaries
or adversaries, but also the societies in which those actors operate, to
“prepare potential battlespace.”
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While observers placed a great deal of attention on the role that
social media played in resistance efforts, activity on social media rarely
occurs in isolation from other media platforms. In the Egyptian Arab
Spring, for instance, while protesters initially leveraged Facebook and
Twitter, after the government restricted access to these platforms, the
protesters transitioned to older forms of media, including leaflets and
simple word of mouth through offline social networks.

Traditional media were also important prior to media restrictions
because not all segments of Egyptian society had ready access to the
Internet. One scholar observed that taxi drivers are a common mode
of transportation in Egypt’s crowded cities and held the same level of
importance as Facebook as actors engaged in spreading the word about
planned demonstrations.

Word about protests also spread in soccer fields, mosques, and coffee
houses.* A survey of early Tahrir Square protesters found that about 25
percent of them first heard of the protests on Facebook.” This chapter
later introduces a categorization of different forms of media—new and
analog media—that should help to identify the characteristics of recent
information technology developments that distinguish it from its prede-
cessors. The novel characteristics of new media, in some cases, changed
the emergence, diffusion, and operation of organized resistances.

Public Communications

Three primary arenas of communication are pertinent to under-
standing resistance in the cyber domain.® The firstis public communica-
tion, which encompasses new and analog media generated by non-state
actors, including private corporations or other non-state entities. Some
examples of public communication include the common social media
platforms YouTube and Twitter, as well as media outlets such as The New
York Times.

Because the most prevalent of the platforms are based in the
United States or other Western countries, access restrictions are rare
unless supporting organizations or actions are illegal in the country.
The algorithms used by social media platforms such as Twitter and
Facebook present some challenges for resistance in the cyber domain.
While billions of people use the Internet, only a few corporations such
as Google and Facebook act as gatekeepers for Internet activities.’
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For advertising purposes, Internet providers require access to
immense amounts of user data. As such, they also have enormous power
in deciding which content or products receive attention by manipu-
lating their policies and algorithms. In this regard, the policies and
algorithms act as a control mechanism that selects, ranks, and person-
alizes content according to the preferences of user accounts revealed
by the user’s prior behavior. Although corporations clearly state their
policies, the algorithms are proprietary so resistance movements
have little insight into the factors that can help push their content to
wider audiences.®

During the Arab Spring, the algorithms and policies of Twitter
and Facebook presented unique challenges for the protest organizers.
While some social media platforms, such as Reddit or 4chan, allow
their users to remain anonymous, Facebook follows a “real name” pol-
icy. This policy resulted in the deactivation of the “We are All Khaled
Said” Facebook page that helped galvanize thousands of Egyptians to
become involved in political action for the first time. Khaled Said was
a young Egyptian man who was beaten to death during his arrest by
Egyptian police outside a cyber café. Activists obtained pictures taken
by family members of Said’s corpse, which were posted on the Facebook
page several days after Said’s death. A pseudonym was used to set up
the account to protect its creator from repercussions by the Egyptian
government. Facebook deactivated the account after discovering that a
pseudonym had been used to create it.

Although most people use their real names on Facebook, an esti-
mated 20 percent do not. Facebook relies on community policing to
identify breaches of its real name policies. For most users, this is not a
significant issue. Adversaries of resistance movements, however, such
as those that reported the false Facebook account, have incentive to
report the behavior. The community policing model presents real chal-
lenges to activists trying to skirt unfavorable platform policies.

Algorithms are complex software programs that sift through mas-
sive troves of content to make decisions about which is prioritized. An
example is Facebook’s user newsfeed, populated according to the com-
pany’s algorithms. The algorithm favors videos, mentions of people,
and comments. Moreover, when newsfeeds or posts bury a story or post,
a feedback loop occurs when the story is not shared or commented on
by users that further pushes it to the margins.
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This process occurred at the height of the protests against the shoot-
ing of Michael Brown by police in Ferguson, Missouri. While stories,
videos, and comments on Brown’s death trended heavily in Twitter, the
more emotionally uplifting story of the ALS ice bucket challenge on
Facebook overshadowed media coverage of the shooting. The lack of
transparency and the high complexity of social media algorithms make
it difficult to know which content will be widely distributed. When the
policies and algorithms are unfavorable to a resistance movement’s
efforts, there are few mechanisms available to appeal decisions by pri-
vate corporations.

The algorithmically driven flow of information can also drive to
ideological isolation so that users are exposed only to information that
conforms to their beliefs or preferences. The effect of the isolation con-
tributes to the development of online echo chambers, which contrib-
utes to social or political extremism.” Chapter 5 includes an in-depth
discussion on the impact of online platforms on social psychology,
including the theories of majority illusion, pluralistic ignorance, social
conformity, and network conformity.

Regime Communications

The second arena of communications within the IE, regime com-
munications, encompasses those communications generated by the
state, as well as the communication strategies that rely upon monitor-
ing activity in resistance and public communications. State-generated
media are more common in regimes relying upon authoritarian mech-
anisms of control, such as North Korea, which maintain their own
intranet to avoid penetration of foreign or non-state-approved informa-
tion. A 2016 glimpse at the North Korean intranet revealed it contains
just twenty-eight websites."

While relatively weaker non-state actors first leveraged social media
platforms, many authoritarian regimes now recognize the utility of the
platforms as another mechanism of societal control."

China is among the most adept at blending technologies developed
in the private sector, with state censorship that co-opts, disrupts, or sub-
verts social media rather than relying upon strict suppression of online
discourse. The popular Chinese app WeChat, for example, allows its
850 million users to seamlessly document details about their everyday
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activities, from making doctor’s appointments, to receiving medical
results, and lunch dates with friends.

Although convenient to its users, the Chinese government regularly
monitors activity on the app, providing it with unprecedented amounts
of data on its citizens. WeChat monitors private and group chats, ban-
ning sensitive topics such as Tiananmen Square or the Falun Gong,
and meticulously logs suspicious conversations. Some users were incar-
cerated for conversations or pictures shared on the app.'? A large-scale,
multiple-source analysis of Chinese social media found that the Chi-
nese government was more likely to censor material believed to spur
collective mobilization against authorities."

Social Media and Authoritarian Stability

Authoritarian regimes rely upon four mechanisms to use social
media to further its political stability: counter-mobilization, discourse
framing, preference divulgence, and elite coordination. The first,
counter-mobilization, is a mechanism that halts any resistance against
the regime by mobilizing the regime’s own domestic support base. This
base may include those groups that benefit from government patron-
age, such as the military or business elites, as well as citizens motivated
by feelings of patriotism or trust in the government. During protests in
Bahrain associated with the Arab Spring, Bahraini authorities mobi-
lized regime supporters to help them identify and arrest protesters
in pictures posted online in an effort dubbed “Together to Unmask
the Shia Traitors.” Social media are powerful organizing tools, but the
advantages offered resistance movements also benefit the state in coun-
tering challenges to its authority."

The mechanism of counter-mobilization closely links to discourse
framing. This type of framing shapes public opinion by adapting
online discourse to align with regime objectives. The Chinese govern-
ment employs hundreds of thousands of online commentators to write
posts that support the ruling party while discrediting its critics. Simi-
larly, Russian authorities, operating through the youth group Nashi,
reportedly established a facility for Internet trolls that produce around
a hundred posts each day on various forums discrediting the West and
Russian opposition leaders.
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Social media also aids authoritarian regime stability through pref-
erence divulgence and elite coordination. Most authoritarian regimes
operate under conditions of information scarcity. These regimes
repress public dissent, punish free speech, and lack transparency in
government institutions, hindering the regime from making effective
decisions in an environment of information asymmetry. Therefore,
authoritarian leaders lack information on the private preferences of
its citizens and do not have effective ways of gauging when individual
resentment against its policies likely transform to organized resistance.
Moreover, under authoritarian conditions, political authorities have
few mechanisms to provide feedback on the effectiveness and perfor-
mance of local elites outside the central government."

In authoritarian governments such as China’s, social media helped
the central ruling party overcome the problems associated with infor-
mation scarcity. Rebecca MacKinnon calls the contemporary Chinese
government “networked authoritarianism” because it allows a measure
of citizen expression on blogs, websites, and other social media plat-
forms to gain a clearer picture of public concern, sometimes using the
information to address ineffective or unpopular policies.'®

Resistance Communications

The third important arena of communication in the IE is resistance
communications. The communication flows occur on platforms estab-
lished in public communications but also in the regime communica-
tions arena. Some public communications are not monitored by the
state but administered primarily through the private sector. Although
less likely to occur in new media platforms, resistance movements may
also generate their own analog media platforms.

This study defines “new media” as the various relatively modern
means of mass communication that make use of the Internet, includ-
ing emails, websites, and social media, such as Facebook, Twitter, and
similar sites. “Analog” media are more traditional means of commu-
nication, notably including print publications. Resistance movements
are more likely to produce analog platforms, such as, for example, al
Qaeda’s newsletter Inspire or Islamic State in Iraq and Syria’s (ISIS’s)
similar newsletter Dabiq.
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Some resistance movements also produce social media platforms.
ISIS’s Dawn of Glad Tidings, first launched in April 2014, was a Twit-
ter-based app that distributed tweets with links, hashtags, and imag-
es."” In June 2014, when ISIS marched into Mosul, app users generated
sufficient tweet volumes so that searches for Baghdad on Twitter first
returned images of an ISIS fighter gazing at the Baghdad skyline, where
an ISIS flag flew. The image read, “We are Coming,” an information
strategy intended to intimidate Baghdadis. The group also used this
strategy successfully before its initial assault on Mosul in its #AllEye-
sOnISIS hashtag campaign.”® The group’s communication strategies
allowed the group to overstate its online grassroots support through
the impact of the majority illusion and pluralistic ignorance effect, as
will be discussed in Chapter 5, allowing the group to “punch above
their weight” or employ asymmetric threats to achieve maximum effects
against a more powerful adversary."”

Some communications leverage existing new and analog platforms
but without a direct threat of interdiction by the state or other adver-
saries. Moreover, this strategy is also highly resource efficient because
existing platforms are leveraged. The resources and capabilities of resis-
tance movements, in addition to the movement’s preferred operational
strategies and the legal environment in which it performs, shaped these
ideal conditions.

Resistance movements adopting nonviolent operational strategies
in states that protect political and civil rights are the most likely to man-
age communications from this ideal position. However, movements that
adopt violent strategies and operate in restrictive environments are not
well positioned to manage their organizational communications, par-
ticularly if the state possesses a robust intelligence or counterinsurgent
capacity. More often, the state, or state apparatus, monitors or fully
controls the communication of these resistances.

2.4  Movements that adopt violent strategies and operate in restrictive
environments are not well positioned to do so, particularly if the
state possesses a robust intelligence or counterinsurgent capacity.
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RESISTANCE MOVEMENT EARLY INTERNET
COMMUNICATION STRATEGIES

v

The first resistance movements that consciously integrated advanced
information technology into their operational strategy emerged in the
1990s. One, the Zapatistas, adopted some violent tactics. The other, the
transnational, anti-globalization resistance movement that coalesced
around opposition to the World Trade Organization (WTO) sum-
mit in Seattle, culminated in several days of largely nonviolent pro-
test, known as the “Battle of Seattle,” that successfully disrupted the
WTO’s meetings.

A core component of the Zapatista information strategy was com-
municating its message transnationally through rapid communication
platforms available on the Internet at the time. The Zapatistas were pio-
neers in the use of information technology as the basis for non-violent
resistance. The group relied on telecommunications, videos, and other
computer-mediated communication to spread its message.

The Zapatistas received abundant support among the Mexican soci-
ety, which also helped to catapult a weak resistance movement to inter-
national attention. While the Zapatistas were armed and used guerrilla
tactics against the Mexican security forces, its armed tactics contrib-
uted little to the group’s success. Instead, the widespread support and
dense transnational networks hindered the Mexican government from
employing repressive countermeasures against the group.?

The relentless media attention on the relations between the Mexican
government and the Zapatistas encouraged the government to enter
into negotiations with the group. After a series of negotiations and pub-
lic consultations in the mid-1990s, the Zapatistas successfully coerced
the Partido Revolucionario Institucional (PRI), Mexico’s ruling party,
to address grievances in Indian communities, including implementing
constitutional reforms, and helped to break the PRI’s dominance in
Mexican politics by igniting political debate on the party’s long history
of corruption and support for economic policies that favored elites.”!
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Figure 2-2. Comandanta Ramon is perhaps the most famous
female Zapatista actor.

The “Battle of Seattle” occurred during protests against the WTO
Ministerial Conference of 1999. This meeting intended to begin the
next round of trade negotiations between the signatory countries. On
the first day of the conference, around forty thousand to sixty thou-
sand protesters converged in downtown Seattle, where the meeting
occurred. During this historical event:

protesters not only attacked targets beyond the
nation-state but began to experiment with a new and
imaginative repertoire of contention. They combined
peaceful and violent performances, face-to-face and
electronic mobilization, and domestic and transna-
tional actions.”?

The tens of thousands of protesters were part of a broad coalition
of organizations, nearly seven hundred in all, that spanned the globe.”
Local organizations also played a significant role, including the region’s
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powerful trade unions, through a long history of strikes, protests, and
labor militancy.** Trade unions joined the protest movement on the
platform of global workers’ rights and welfare, and later, the movement
gained a variety of other organizations representing global environ-
mental issues, students, faith-based groups, and academics.”

Contingents of protesters used direct-action measures, such as
blockading entrances to hotels and convention centers, to effectively
shut down the meeting. Although the protests were largely peaceful,
factions within the larger protest movement adopted violent tactics,
including the destruction of property, which incurred a heavy response
from the Seattle Police Department. Police used tear gas, pepper spray,
rubber bullets, and percussion grenades to disperse crowds.” In keep-
ing with the protesters’ anti-globalization grievances, violence was espe-
cially directed against corporate businesses such as Nike, The Gap, and
Starbucks retail locations in the central downtown area.

Mobilization in the cyber domain aided the organizational coali-
tions surrounding the WTO protests in Seattle. Similar to the lead-
erless resistance movements leveraging social media platforms today,
a large portion of the protests’ online organization initiated in isola-
tion by different individuals and groups. Websites such as SeattleWTO.
org and Seattle99.org linked activists and resources. Similarly, listservs
enabled communication between transnational activists. Activists lever-
aged the listservs’ low barrier of entry and the absence of restrictions
on redistribution to facilitate many-to-many interaction.”’

2.5 Violent resistance movements benefited from new media as much as
nonviolent movements.

While a significant amount of research on resistance in the cyber
domain featured nonviolent resistance, violent resistance movements
also benefited from new media. Violent movements have the same
advantages as nonviolent ones, although the former are more likely the
target of restrictions by Western private corporations that own the plat-
forms. As one journalist noted, “Never before in history have terrorists
had such easy access to the minds and eyeballs of millions.”” Al Hayat,
ISIS’s media arm, publishes a newsletter, Dabig, that is produced and dis-
tributed from a centralized location, an example of traditional media.

New media allowed for individual ISIS members, using Twitter or
other social media accounts, to generate and distribute propaganda
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without directives from centralized leadership. In this regard, ISIS oper-
ates more like a conglomerate than a hierarchical military organiza-
tion with centralized command and control (C2). In a 2015 report, ISIS
members and its followers had over 70,000 Twitter accounts produc-
ing over 200,000 tweets, sometimes called “mujatweets,” a day. At that
time, around 90 percent of the group’s social media activities occurred
on the site.”” Moreover, the group, using media teams dispersed from
West Africa to Afghanistan, produces on average thirty-eight batches
of propaganda a day, including videos, photo essays, articles, and audio
programs.”” The volume and sophistication of its social media activity,
exemplified in Figure 2-3, meant that its near peers were well-known
Western brands, marketing firms, and publishing outfits.”

Figure 2-3. ISIS made extensive use of Western-style advertising and
public relations tools.

ISIS used Twitter for various purposes, including recruitment and
messaging its enemies. Its messaging is gruesome, but ISIS also used
the site to normalize its members and behavior, often demonstrating its
native fluency in Western popular culture for greater appeal. The indi-
vidual accounts were “more personal, emotional, and therefore appeal-
ing for example young potential recruits.”*
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ISIS online propaganda also leveraged the popularity of first-per-
son shooter games and Hollywood action movies in the West to connect
with sympathetic target audiences in Europe and North America.”
ISIS’s efforts to infiltrate Western culture in this regard were highly
successful. In 2015, the group had a reported 20,000 foreign fighters,
2,000 of whom came from Western countries, making ISIS one of the
largest foreign fighter armies in the world at the time of writing.**

NEW MEDIA AND ANALOG MEDIA

A key feature of research on resistance in the cyber domain is the
extent to which new media platforms altered the emergence, diffu-
sion, and operation of resistance movements. While the influence of
these new media on resistance is debated, several characteristics of new
media distinguish it from older, analog forms. This section introduces
a categorization of new and analog media that contextualize media
developments as they shape resistance.

Numerous novel characteristics of new media distinguish it as an
analytically important category. Transmedia, content and intellectual
property that migrate across communication platforms, requires col-
laboration among producers across the media spectrum.”® New media
also shifted or blurred boundaries associated with analog media, which
demonstrated clear distinctions between producers and audiences. *

Other attributes include its digitization, interactivity, and networked
audience. Digitization occurs when input data are coded into numbers
and output data are reviewed through online sources, digital disks, or
memory drives on display screens or disseminated again. As a result,
data can be compressed into very small spaces and accessed at high
speeds. It is easier to manipulate than analog media so that the:

scale of this quantitative shift in data storage, access
and manipulation is such that it has been experienced
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as a qualitative change in production, form, reception,
and use of media.”’

Interactivity allows users, through new media to interact with the
data to alter it. This quality differs significantly from analog media,
such as books, in which consumers passively engage the text without
any ability to directly intervene with the material to alter it for them-
selves and other consumers. The boundary between consumers and
producers shifted, because users, rather than a centralized production
company, often produce the content.

The only broadcasting producers in the 1970s through 1990s that
reached a broad audience were the big broadcasting companies Colum-
bia Broadcasting System (CBS), American Broadcasting Company
(ABC), National Broadcasting Company (NBC), and to a lesser degree,
the Public Broadcasting System (PBS). By contrast, the producers in
new media are individual users, with limited budgets, with the capac-
ity to reach millions through platforms such as YouTube. As of 2018,
several YouTube videos yielded over a billion views. While many of the
most-watched videos on YouTube were centrally produced music videos,
individually produced videos reached astonishingly broad audiences.

2.6 The producers in new media are individual users, with
very limited budgets, who nevertheless have the capacity to
reach millions.

Finally, audiences of new media are networked, or dispersed, to
mass audiences. Their content is not distributed to audiences as a mass,
but instead to a “dispersed mediasphere.”® A dispersed media sphere
distribution means that while the audiences for new media are poten-
tially quite large, they are nevertheless more segmented and individual-
ized such that the messages they receive are no longer simultaneous or
uniform.” While that centralized stream is still important, new media
fosters a flatter, decentralized communication strategy that allows for
flexibility and adaptability in its content.

New Media: New Communication or New Organization?

One of the key debates that emerged in studies that investigate the
impact of new media on resistance is whether it is simply a newer, faster
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method of communication or if the differences in new media altered
the organization and mobilization of people in resistance movements.

Research that emphasizes the impact of new media strictly in func-
tional terms suggests that new media are a faster, more efficient way of
communicating and organizing than occurred in the past. For resis-
tance groups, this is advantageous.

The lowered costs and enhanced efficiency of communication in
new media impact resistance movements in two crucial ways. First, orga-
nizations are able to do more with less. The advantages of new media
are described in terms of “affordance” but explain the advantages in a
manner similar to resources.*” New media allows simultaneous commu-
nication with networked individuals all over the world enabling rapid
information sharing. It also negates the need for individuals to meet
face to face to coordinate or participate in activities. Therefore, partici-
pation most of the time requires less effort and poses fewer risks.

2.7 The use of new media, while in some ways merely permitting
resistance units to do what they have always done, but more quickly
and at much lower costs, fundamentally changed the science of
resistance, if only for those two reasons.

On the other end of the spectrum, there are those who argue that
much of the resistance occurring in the cyber domain has undergone
several fundamental shifts. Some resistance movements and related
organizations use new media in ways similar to those previously
described, as a tool for communication that signals a shift in scale or
degree, but notin ways that suggest we need new theories to understand
resistance in this domain. Others are better positioned to leverage new
media in innovative ways that makes the platforms game changers.

While the research on resistance in the cyber domain is relatively
new, the evidence suggests that we need to rethink our usual explana-
tions for why people opt to participate, the sorts of participatory actions
they take once they are involved, and the role that older forms of orga-
nizing play in this type of resistance.

Personalized Communication

In analyzing resistance in the cyber domain, it is important to
understand that it is not just technology that changed. Resistance
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movements leverage social and new media platforms not only because
the tools are force multipliers, but because the platforms are the most
effective means to reach publics that pursue resistance differently than
their predecessors.

The most noticeable shift, as discussed later, is that many people
seek unconventional ways to press their political claims. Previously, most
people joined traditional organizations, but today many look for ways
to mobilize outside those constraints. By “traditional organizations,”
we mean labor unions, special interest groups, non-governmental orga-
nizations (NGOs), churches, or even political parties. The organiza-
tions mobilized participation and pursued their political objectives by
aligning the goals, interests, and actions of their members. As a result,
joining those organizations meant adopting the collective positions
cultivated by the organization’s leadership. Membership was also care-
fully regulated; people who wished to join underwent an enrollment
process, perhaps paying dues, and administrators kept records of mem-
bership rolls.

Conventional forms of membership are, however, on the decline.
The decline began before the widespread adoption of the Internet and
social media. Robert Putnam first described the trend in his book Bow!-
ing Alone, which charts how American civic participation plummeted in
the latter decades of the twentieth century. Membership rolls in civic
organizations across the spectrum spiraled downward, from political
parties, labor unions, and even bowling leagues.” Putnam’s research
focused on the United States, but civic participation is also truncated
in other regions of the world, albeit for different reasons. In authoritar-
ian countries such as Mubarak’s Egypt, the regime’s violently repressive
policies stunted participation in certain organizations.” The results
in each example, however, are similar in that reaching these sorts of
groups requires different strategies and technologies.

Under these conditions, resistance movements use personalized
communication to mobilize groups with specific interests. Personal-
ized communication differs from past communication strategies in
that formal organizations, in prior times, sought to unify their mes-
sage. Chapter 5 discusses how formal organizations used narratives to
help them form identities that overcome barriers to participation in
collective action. Personalized communication, however, allows oppor-
tunities for people to mobilize on their own terms, not terms dictated
by organizational leadership. In practice, personalized communication
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is characterized by symbolic inclusiveness and technological openness.
The former term refers to personalization that provides opportunities
for participants to customize their engagement, advocating for issues
and engaging in actions meaningful to them.

In 2017, the Women’s March, scheduled to vocalize concern over
women’s issues and to advocate for women’s rights, coincided with the
inauguration of President Donald Trump, who had been involved in a
public scandal involving speaking controversially about women on an
audio recording. Women’s March advocates personalized communica-
tion mobilized hundreds of thousands of protesters in the Washington,
DC, around the country, and across the globe. Protesters mobilized
on a wide diversity of issues, including climate change, voting rights,
affordable healthcare, and various sexual rights, rather than on a sin-
gle platform.®

COLLECTIVE AND CONNECTIVE ACTION

e d

Connective action differs from traditional resistance in several ways.
It is a form of protest for a highly individuated public that does not
prefer to forge a collective or group identity to facilitate mobilization
processes. Simplified master frames enable “large-scale, networked
action” to rapidly spread, both offline and online, through “easy per-
sonal associations.™*

Connective action has several important advantages over collective
action in terms of mobilization. Rather than rely upon the formation of
collective action identities through formal organizations, the interac-
tive technologies that connective action leverages enables mobilization
through highly personal, inclusive frames that generate more oppor-
tunities for mobilization because they appeal to a broader audience.®

The interactive technology also replaces formal organizations as
the directors or leaders of the movement, distributing the burden of
mobilization from one or several formal organizations to individual
participants. In achieving these advantages, connective action relaxes
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the requirements for the development and maintenance of a unifying
message and communication processes.

Collective action is typically defined as action taken under direction
from an organization’s leadership, whereas connective action results
from decisions made at a more grass-roots level, by the members of
an organization or by individuals or smaller groups that possess no
formal leadership or organization at all. The desirability of the relaxed
requirements and advantages of connective action is demonstrated in
the large-scale mobilization of people in movements such as the Arab
Spring. It is still unclear, however, as to whether connective action is
ultimately as politically effective as resistance based more exclusively on
collective action logic.

Formal organizations play a large role in resistance movements, in
helping to overcome significant barriers to mobilization and affecting
successful political outcomes. Successful organizations adeptly lever-
age available resources to bring people together, engage publics, set
an agenda, and sustain networks across time and through periods
of adversity.

Engagement strength captures an organization’s capacity to align
its interests, goals, and interpretations of current events with those of
the public it seeks to mobilize. Similarly, agenda setting refers to a resis-
tance movement’s ability to communicate to its followers, sympathiz-
ers, and adversaries clearly articulated goals or objectives. Lastly, when
mobilizing large numbers of people, resistance movements must often
form coalitions among many different smaller organizations and net-
works. Solidifying these crucial relationships requires agreement on the
content of messages and specific goals and communication strategies.

2.8 When mobilizing large numbers of people, forming coalitions
Jfrom many different smaller organizations and networks can be
a necessily.

Connective action, which does not rely heavily on formal organi-
zations, approaches the core competencies of formal organizations in
a different manner with varying levels of success. The interactivity of
new media enables flexible communication, action, and identities, but
it also erodes organizational control over a movement’s messaging and
action, which impacts a movement’s ability to set a clear agenda.
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The struggle between flexibility and control is often apparent in
a central communication hub for many resistance movements operat-
ing—its website. In a movement’s efforts to attract followers, its public
website offers many different avenues for entry, linking to numerous
other organizations and individuals who in turn contribute content
and links. The result is a robust network, but one which often provides
a diluted message and claims. Thus, while a movement’s engagement
strength is vigorous, it makes it more difficult for the movement to set
a singular agenda or clearly communicate its cause. Lacking a singular
clearly communicated cause also impacts a movement’s ability to sus-
tain cohesive coalitions with other organizations, especially those that
are rich in resources crucial to effective collective action.

In a comparison between two similar resistance movements,
researchers found that some of these concerns about resistance tak-
ing place primarily through new media channels was unfounded. The
researchers compared two movements, relying on evidence gathered
from the movements’ presence in the cyber domain (public websites),
that held protests against the 2009 G20 summit that occurred in the
aftermath of the 2008 recession. The two groups, the Put People First
(PPF) and the Meltdown, shared similar goals but agreed to arrange
protests on different days of the summit.

The PPF relied more heavily on connective action than the Melt-
down, which yielded more involvement by formal organizations and
rigid collective identities. Relying more on personalized frames, the
PPF’s website evidenced strong tendencies toward interactivity and tol-
erance of differing messages.

Despite the flexibility of personal identity frames and new media
interactivity, which theoretically erodes organizational control, the PPF
managed to mobilize more supporters, communicate clear goals in a
twelve-point policy platform, and form a strong network of resource-
rich organizations representing a wide variety of issues.

The logic of collective action often explains the process of mobili-
zation in more traditional resistance movements that are not digitally
enabled or those that rely upon information technologies as resources
to relieve burdens of communication and coordination. In the logic
of collective action, the primary obstacles to persuading individuals to
join a resistance movement are the high costs of participation versus
the potential gains, particularly when others can “free ride” on the
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efforts of others.* The conundrum of the free rider occurs due to the
public goods produced by resistance movements. When a resistance
movement is successful, such as overthrowing a government or chang-
ing its policies, everyone benefits, even those that did not perform the
hard work of resisting. As researchers W. Lance Bennett and Alexandra
Segerberg describe it in The Logic of Connective Action,

The familiar concern is that the gains of connective
action such a rapid scalability and adaptability may be
paid for by a loss of capacity to set agendas, achieve
policy change, and continue to mobilize and coordi-
nate action in the face of adversity over time.*”

The ability of connective action to rapidly mobilize, arguably the
greatest strength of this new form of resistance, also yields potential
vulnerabilities. Turkish activist and scholar Zeynap Tufecki likened new
media to the legendary Sherpas, the mountain guides that assist climb-
ers in ascents on Mt. Everest. The Sherpas, through their resources and
experience, “give a boost to people who might not have otherwise be
fully equipped to face the challenges that routinely occur above eight
thousand meters.™® Similarly, digital media provides the resources to
rapidly mobilize a movement, but it does not develop the prior organi-
zational capacities that are crucial resources for assuming authority in
political institutions.*

2.9 The ability of connective action to rapidly mobilize, arguably the
greatest strength of this new form of resistance, also yields potential
vulnerabilities. While digital media provides the resources to
rapidly mobilize, it also permits such action without developing
crucial organizational capacities that must precede the accession of
power in political institutions.

This conundrum is aptly captured in the events of the Arab Spring
in Egypt. After President Mubarak was ousted from office, the move-
ment mobilized millions of participants in Tahrir Square and in other
urban areas of the country. The movement emerged as the only viable
formal organization in Egyptian civil society and gained important
political posts, including the election of President Mohamad Morsi in
July 2012. Kefaya, a prior pro-democracy movement in Egypt, provided
activists with vital experience in organizing and coordinating protest
events, but it demonstrated little serious internal dialogue about the
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details of assuming state power once the immediate goals of ousting
President Mubarak were met. Kefaya also formed a horizontal, leader-
less structure that replaced strong, central leadership with weak, coor-
dinating positions such as a steering committee.

A profound lack of institutional trust is a feature of many of the
resistance movements that emerged in the last decade, making the
decision to adopt leaderless structures one of emotive appeal, not stra-
tegic consideration.” One former Kefaya member and Arab Spring
revolutionary began to recognize the need for greater organizational
strength as the movement dwindled:

We celebrated Kefaya for its new “form”™—horizontal,
loose, and flexible—because it was everything that
traditional political parties were not. The problem
now, however, is that Kefaya does not exist beyond the
event. In other words, Kefaya is very successful at orga-
nizing a rally or a demonstration; it attracts people,
emotions rise high. However, once the event (dem-
onstration) is over, there is nothing left. Those newly
mobilized, especially the youth, who are so inspired,
full of energy and desire to do something, really have
nothing to do.”

After the mass protests in early 2011, activists formed the Revolution
Youth Coalition (RYC), which included youth from across the ideologi-
cal spectrum, including those from the Muslim Brotherhood. The RYC,
however, failed to establish any collective identity or brokered coalition
that could overcome the deep ideological rifts between the liberal and
conservative contingents. In part, the difficulties stemmed from the
emphasis of ideology divided along religious and secular lines, which
presented significant challenges to developing a consensus.™

The participation costs of resistance movements are high for numer-
ous reasons. In repressive environments, the costs might include arrest,
imprisonment, torture, or even death. However, even in more demo-
cratic or open environments, participation still demands significant
financial and emotional costs. In addition to the more obvious costs,
there are obscure costs associated with identity or culture; for example,
participation can draw disapproval from the larger society, social net-
works, or family.
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In the logic of collective action, organizations help to overcome
these barriers to mobilization. One theory of how organizations
accomplish this work is through resource mobilization.” Organizations
deploy resources critical to a resistance movement that are not avail-
able to individuals in isolation as organizations contain the aggregate,
or combined, resources of many individuals. The aggregate resources
help to reduce the costs of participation through the provision of selec-
tive incentives.

In this regard, organizations aid mobilization by making participa-
tion less costly because rates of participation increase when the costs
associated with participation decrease. For instance, the stigma associ-
ated with resistance is diminished as more people participate. More-
over, as more people join, the risk of experiencing state repression first
hand is spread over more individuals. Thus, as mobilization increases,
the costs for others to join falls, creating opportunities for individuals
with a lower threshold of tolerance for such costs to participate.*

In conventional protests, formal organizations also perform the
central role of mobilization through the formation of collective identi-
ties by leveraging framing strategies and brokering coalitions among
organizations active in the field of resistance. Resistance is sufficiently
risky in many cases such that “people do not risk their skin or sacrifice
their time to engage in contentious politics unless they have good rea-
son to do so. It takes a common purpose to spur people to run the risks
and pay the costs of contentious politics.”” Investment in the cause
further enables mobilization and participation.

In isolation, individuals may think about the complaints they har-
bor against authorities, but resistance as it is meant in the science of
resistance occurs when people come together collectively, and publicly,
to protest, or more, in opposition to existing authorities and power
structures. Coming together collectively not only requires that people
hold common grievances or interests but also that they are aware that
they share those grievances or interests. A collective identity helps to
motivate individuals to participate, align different goals and interests
of the participants, and coordinate and sustain collective action.

2.10 A collective identity helps to motivate individuals to participate,
align different goals and intevests of the participants, and
coordinate and sustain collective action.
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The los indignados, or 15M, protests began in Spain in 2011 fol-
lowing the G20 summit meetings in London the previous year. The
15M resistance movement made the shift in the relationship between
organizations and participants increasingly apparent in digitally medi-
ated resistance in the twenty-first century. Whereas previous resistance
movements relied on formal organizations, whether churches, labor
unions, political parties, or NGOs, the 15M participants advocated a
leaderless movement that distanced itself from formal organizations
with definitive memberships and agendas. As a result, 15M signaled
that it viewed these conventional organizations as part of the problem,
not part of the solution.

According to a survey of 15M protesters, the movement differed in
three critical ways from more conventional resistance movements that
relied formal organizations for mobilization:>

* In conventional protests, most participants acknowledged
the role that formal organizations played in furthering the
objectives of the movement. In 15M, only 38 percent of the
participants did so.

® Moreover, only 13 percent of the formal organizations cited
by 15M protesters offered any means for individuals to
become members or affiliates in contrast to conventional
protests where membership and affiliation were critical.

® The age of organizations associated with the 15M protests
is also striking. In conventional protests, most organizations
range from ten to forty years old, but organizations associated
with the 15M protests were on average only three years old.

Although the long-term effects of the 15M movement are still open
to discussion, the replacement of two-thirds of Spain’s parliament,
clearly indicates that 15M’s new modes of resistance made a difference.
In 2015, there was a widespread electoral success of new elected repre-
sentatives who had never held office before—including members of the
15M movement—to positions in the Spanish parliament, city offices,
and even mayorships. Some observers also credit 15M with being
an inspiration for the Occupy movement that came soon after in the
United States.”’
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Success of Connective Action

Although connective action has advantages in terms of greater
organizational flexibility and enhanced mobilization, it is unclear if
these advantages contribute to enhanced capacity for achieving politi-
cal objectives for resistance movements that rely more on connective
action.”™ Connective action efforts in the past decade have been nota-
ble due to their speed of mobilization, the broad scope of issues they
have addressed, and their ability to rapidly spread their message to the
general public.

During the Arab Spring, the world witnessed several successes of
organizationally enabled and connective action movements. In Egypt,
large-scale, organizationally enabled mobilizations helped to topple
the authoritarian President Hosni Mubarak. Likewise, in Tunisia, civil
resistance led to the ouster of the longstanding authoritarian ruler Pres-
ident Zine El Abidine Ben Ali. Despite these successes, however, some
of the weaknesses of connective action are also evident in each case.

The resistance movements in Tunisia, especially Egypt, had diffi-
culties translating their successes to stable democracies that protect
the freedoms denied their respective societies during the period of
authoritarian rule. In the case of Egypt, the lack of formal organization
among the Arab Spring protesters handicapped the movement when
compared with the resource-rich Muslim Brotherhood and Egyptian
military. After Mubarak’s fall from power, these two powerful organiza-
tions wrested control of the revolution, and the future of the country,
from the Arab Spring protesters.

Most people think about change facilitated by resistance move-
ments as occurring strictly through political institutions, but noted
Spanish sociologist Manuel Castells demonstrated that this is not
always the case, particularly for large-scale mobilizations driven by con-
nective action. Sometimes, the effects of a resistance movement are on
the public mind, not necessarily the political institutions represented
by the move. Castells used the unrest surrounding the contested 2009
presidential elections in Iran as an example.

According to some perceptions, because President Mahmoud
Ahmadinejad remained in power, the mobilization was ineffective.
However, in the 2013 presidential elections, candidate Hassan Rouhani
gained the support of the youth factions that mobilized against Ahma-
dinejad. Although the lack of transparent public opinion data in Iran
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makes it difficult to precisely pinpoint the causal mechanisms behind
support for Rouhani, it is plausible that the 2009 unrest helped gener-
ate a “mental transformation” among the Iranian public that paved the
way for greater support of moderate candidates such as Rouhani.”

The road from the hope for political to change to its implementation
through connective action depends on several factors. The first relates
to the government’s tolerance for meeting a movement’s demands and,
in turn, the movement’s willingness to engage in back-and-forth nego-
tiations and compromise with political authorities. When these condi-
tions are not met, the facilitation of consensus-based reform directed
through political institutions is challenging.

Despite these difficulties, resistance movements mobilizing through
the logic of connective action can still indirectly impact politics. The
nuance is captured in the doctrinal definition of UW in Joint Publica-
tion 3-05 “Special Operations” (2014), which identifies its objectives as
“coerce, disrupt, or overthrow.” The objectives of coercing and over-
throwing are largely directed toward political institutions. Disrup-
tion, however, recommends more ambiguous objectives that indirectly
impact political authorities. Disruption generates political vulnerabili-
ties, which in turn present further political opportunities for opposi-
tion groups to press their demands.

In practice, the power law distribution in organizationally brokered
collective action appears in the concentration of resources with for-
mal organizations. Organizational leadership retains control of the
resources necessary for sustained collective action, including the uni-
fied message that informs their identity, strategies, and goals.®

Finally, resistance movements relying on connective action may
yield dispersed power signatures. Similar to the moderate power sig-
nature, the dispersed power signature involves power sharing, but to a
greater extent than is evident in other power signatures. Graphically,
the distribution of power is flat. In practice, this translates to the so-
called leaderless movements with no discernible head but are instead
“all tails.”!

The Occupy movement provides a good example of a movement
characterized by a flat power distribution (see Figure 2-4). In this type
of movement, digital media acts as a “stitching technology” that helps
to facilitate flows of information and action across interconnected but
dispersed networks. The movement’s dispersed power signature was
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evident in the diffusion of the “we are the 99%” personalized action
frame. The “we are the 99%” frame initiallyappeared on a Tumblr micro-
blog, originated by a single Occupy sympathizer, that invited visitors to
post their own experiences of economic injustice and related issues.®

Figure 2-4. The Occupy movement offers a good example of a movement
characterized by a flat power distribution.

The frame then migrated to Occupy sympathizers on Twitter. Even-
tually, the frame became a fixture at the physical Occupy campsites
in New York and around the globe. Unlike the Robin Hood tax cam-
paign, the Occupy movement did not emerge around a coalition of
established organizations. Instead, it formed around loosely connected
online networks that overlapped with offline physical campsites.

The diffusion of personalized action frames, such as “we are the
99%,” alongside digital media, helped the movement to sustain action
over an extended period. Unlike the Robin Hood tax campaign, the
Occupy movement struggled to influence the adoption of policies spe-
cifically addressing issues of inequality. However, the Occupy move-
ment was highly successful in bringing inequality to the attention of
the general public. In December 2011, a Pew Research poll measuring
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public opinion reported that the percentage of Americans that per-
ceived conflicts between the rich and the poor doubled since the pre-
vious survey in 2011, placing concern over economic inequality over
other social conflicts, such as immigration or race-related issues.®

21

2.2

2.3

24

2.5

2.6

KEY TAKEAWAYS

Resistance movements leveraged the cyber domain because
information technology began to intertwine the globe with
unprecedented scope, speed, and accessibility.

The most striking characteristics of new forms of resistance
are the employment of previously unknown technologies
and the means which those technologies provided to
encourage mass mobilization.

“Leaderless” networks exhibit little to no formal
organizational structures but employ layers of new media
technologies to support personal expression and identity
associated with a wide variety of contentious issues.

Movements that adopt violent strategies and operate in
restrictive environments are not as well positioned to do
so, particularly if the state possesses a robust intelligence or
counterinsurgent capacity.

Violent resistance movements benefited from new media as
much as nonviolent movements.

The producers in new media are individual users, with
very limited budgets, who nevertheless have the capacity to
reach millions.
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2.7 The use of new media, while in some ways merely

permitting resistance units to perform ongoing tasks, but
more quickly and at much lower costs, fundamentally
changed the science of resistance, if only for those two
reasons.

2.8 When mobilizing large numbers of people, often forming

2.9

coalitions from many different smaller organizations and
networks can be a necessity.

The ability of connective action to rapidly mobilize,
arguably the greatest strength of this new form of
resistance, also yields potential vulnerabilities. While digital
media provides the resources to rapidly mobilize, it does

so without developing crucial organizational capacities

that must precede the accession of power in political
institutions.

2.10 A collective identity helps to motivate individuals to

participate, align different goals and interests of the
participants, and coordinate and sustain collective action.
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INTRODUCTION

&L

There are a number of definitions of cyberspace. Science fiction
author William Gibson coined the term itself in the book “Neuro-
mancer,” describing it as a “consensual hallucination.” Noted politi-
cal scientists PW. Singer and Allan Friedman defined it simply as “the
realm of computer networks (and the users behind them) in which
information is stored, shared, and communicated online”. The Depart-
ment of Defense (DoD) defines cyberspace as “the global domain
within the information environment consisting of the interdependent
network of information technology (IT) infrastructures and resident
data, including the Internet, telecommunications networks, computer
systems, and embedded processors and controllers.”” The Internet is an
electronic communications network that connects computer networks
and organizational computer facilities around the world.’ However, the
dry description understates the overall impact of the creation of the
Internet: “The Internet is at once a worldwide broadcasting capability,
a mechanism for information dissemination, and a medium for col-
laboration and interaction between individuals and their computers
without regard for geographic location.™ Cyberspace is inextricably
linked with the concept of the information environment. The DoD
defines the information environment as “the aggregate of individuals,
organizations, and systems that collect, process, disseminate, or act on
information™ and further categorizes the information environment
into three dimensions:*

*  Physical Dimension: The information environment aggregates
individuals, organizations, and systems that collect, process,
disseminate, or act on information. This dimension contains
the physical platforms and the communications networks
that connect them—such as computers and network
servers—and includes human beings, media, computational
devices, and network infrastructure.
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Informational Dimension: The informational dimension
specifies the location and processes by which information
is collected, processed, stored, disseminated, and protected.
The dimension exercises the C2 of modern military forcesand
conveys the commander’s intent. Actions in this dimension
affect the content and flow of information. Examples include
a specific message, such as an email, which could be edited
by an adversary (affecting content) or forwarded through
an adversary-controlled computer en route to its destination
(affecting flow).

Cognitive Dimension: The cognitive dimension encompasses
the minds of those who transmit, receive, and respond to
or act on information. In this dimension, people think,
perceive, visualize, understand, and decide. The cognitive
dimension considers and evaluates the mind of an
adversary commander.

While the information environment splits between three dimen-
sions, Joint Publication 3-12, “Cyberspace Operations,” categorizes
cyberspace into three layers:’

Physical Network Layer: Data travels through the physical
network layer, which is further subdivided into the geographic
component and the physical network component. Geospatial
intelligence activities primarily focus on this layer.

0 Geographic Component: The geographic component entails
the location in land, air, sea, or space where elements of
the network reside. For example, radio-wave propagation
between antennas dictate the extent of a wireless network
geographic component. The latitude and longitude of
a cable landing station for an undersea cable is another
example of the geographic component.

0 Physical Network Component: The physical network
component is comprised of the hardware, systems
software, and infrastructure (wired, wireless, cabled
links, Electromagnetic Spectrum (EMS) links, satellite,
and optical) that supports the network and the physical
connectors (wires, cables, radio frequency, routers,
switches, servers, and computers). Thus, the fiber optic
line itself is the physical network component and can
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run underground or on the seabed in an undersea cable.
Likewise, a satellite communications network extends
through space in electromagnetic waves between ground
stations and the satellites in orbit.

Logical Network Layer: The logical network layer consists of
those elements of the network related to one another in a
way abstracted from the physical network, i.e., the form or
relationships are not tied to an individual, specific path,
or node. Joint Publication (JP) 3-12 further provides the
example of a website, accessed through a single uniform
resource locator (URL), hosted on multiple serversin separate
physical locations. Requests to access a single website, a single
entity in the logical network layer, are answered by different
nodes, such as web servers.®

Cyber-Persona Layer: The cyber-persona layer consists of the
people interacting with each other on the network. Cyber
personas emulate an actual person or entity, incorporating
biographical or corporate data, email and Internet protocol
(IP) address(es), web pages, phone numbers, etc. However,
one individual may have multiple cyber personas, which
vary in the degree to which they are factually accurate. A
single cyber persona can characterize multiple users. Cyber
personas include Facebook and Twitter accounts, email
addresses, Internet group accounts such as Meetup, and
online banking accounts. See Figure 3-1 for a graphical
depiction of the layers of cyberspace.
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The Three Interrelated Layers of Cyberspace

Physical Network Logical Network Cyber-Persona
Layer Layer Layer

~.u{f‘@

Distinct, Yet Interrelated

Figure 3-1. Three layers of cyberspace.

Based upon these DoD definitions, the layered information envi-
ronment, with its dimensions, and cyberspace, intersects in several
ways. Table 3-1 contains examples of entities that may occupy the inter-
section of an information environment dimension (physical, informa-
tional, and cognitive) and a cyberspace layer (physical network, logical
network, cyber-persona).

These intersections also show the multiple effects of one entity using
cyberspace operations or an information-related capability (IRC).? For
instance, IRCs include key leader engagements, or ways to exert influ-
ence and ultimately affect the cognitive dimension, as well as the mind
of the key leader. However, a similar effect could be generated through
cyberspace using targeted messages disseminated to the key leader’s
social media accounts. Likewise, a website favoring an insurgent group
might promote certain narratives detrimental to friendly messag-
ing. These narratives might be countered through public affairs, or a
cyberspace operation could target the website itself, preventing it from
disseminating the message. Therefore, information operations, cyber-
space operations, or cyberspace operations in support of information
operations'” all offer options to affect the information environment.
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Table 3-1. Cyberspace and the information environment.

. . Cyber-Persona
Physical Layer Logical Layer Layer

C2 system hard- C2 system IP Network
Physical ware/ software address or URL | credential
Dimension Geospatial loca- Wi-Fi service set | Social media

tion of communi- |identifier (SSID) | account

cations nodes

Database hard- Public affairs Database admin-
Informational | ware/ software website istrator credential
Dimension Computer systems | An email

in combat opera-

tions center
Cognitive Any online
Dimension identity

MILITARY OPERATIONS IN CYBERSPACE

&L

Over the past decade, the DoD began the process of building its
doctrine for operations in cyberspace. This section provides a brief
overview of the key documents and concepts of this doctrine to estab-
lish a foundation and terminology for discussing military operations
in cyberspace.

The primary joint reference for DoD cyberspace doctrine is JP
3-12."" The components correspond to cyber-focused doctrine: Army
Field Manual FM 3-12,"2 Air Force Doctrine Document (AFDD) 3-12,"
Navy Warfare Publication (NWP) 3-12," and Marine Corps Interim
Publication (MCIP) 3-40.02."° In general, the component-level views
and terminology are largely the same as that found in JP 3-12, which
will be the focus of this overview.
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The DoD defines three primary types of cyberspace operations:
offensive cyberspace operations (OCO), defensive cyberspace opera-
tions (DCO), and DoD information network (DODIN) operations.
Offensive operations are those taken to apply force against an adversary,
while defensive cyberspace operations defend friendly forces in cyber-
space. DODIN operations are activities to build, secure, and operate
the DoD networks. Additionally, all six basic warfighting functions—
C2, intelligence, fires, maneuver, sustainment, and protection—have
applicable parallels in cyberspace operations.

Operations in cyberspace generally follow a common life cycle from
initiation to some conclusion. There are several models of this cycle;
one of the most well recognized is the “cyber kill chain,”® which breaks
a cyber operation into seven steps, as illustrated in Figure 3-2.

Phases of the Intrusion Kill Chain

v Reconnaissance
v Weaponization
v Delivery
M Exploitation
v Installation

v Command & Control
The attacker works to achieve the objective of the

VACtionS on Objective intrusion, which can include exfiltration or

destruction of data, or intrusion of another target

Research, identification, and selection of targets

Pairing remote access malware with exploit into a
deliverable payload (e.g. Adobe PDF and Microsoft
Office files)

Transmission of weapon to target (e.g. via email
attachments, websites, or USB drives)

Once delivered, the weapon’s code is triggered,
exploiting vulnerable applications or systems

The weapon installs a backdoor on a target’s system
allowing persistent access

Outside server communicates with the weapons
providing “hands on keyboard access” inside the
target’s network.

WIS

Figure 3-2. Phases of the cyber kill chain.

The kill chain serves as both a framework for planning and execut-
ing an OCO as well as for defending against one (DCO). Each point in
the kill chain offers an opportunity to detect an operation and “kill” it,
thus the name. Successful execution requires a combination of defen-
sive design and practice (DODIN operations) and active attempts to
find or “hunt” the adversary (DCO).
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3.1 The kill chain is a common model for a cyber operation. The
objective of a defender is to detect and disrupt the kill chain at the
earliest phase of an operation.

Cyberspace operations must be integrated, both across the spec-
trum of DODIN operations, DCO, and OCO, but more importantly,
with operations in all domains (air, land, maritime, space, and cyber-
space’’). Because cyberspace intersects all of the physical domains, and
the services all claim access to it for their operations, synchronization
and deconfliction are essential to preventing operations from inad-
vertently “stepping on” each other, the equivalent of cyber fratricide.
While it may not cost lives, this type of cyber fratricide would result in
lost accesses to cyber targets, compromised cyber capabilities, and the
loss of cyber intelligence sources. The requirement to synchronize and
deconflict cyber operations also applies to the commander’s broader
operational plan: though it is sometimes possible to achieve the desired
effects in or through cyberspace alone, more often cyber is best applied
in conjunction with non-cyber actions to achieve operational objec-
tives. The need for synchronization and deconfliction extends beyond
the military domain, as other government and nongovernmental enti-
ties can easily access the same cyberspace. It is therefore essential that
the modern soldier consider attack and defense in both physical and
cyber space simultaneously and holistically and remain aware of the
adversary’s ability to exploit any friendly force failures.

A particularly complex aspect of warfighting in cyberspace is the
evolving set of legal authorities, policies, and associated considerations,
as will be discussed further in Chapter 9. Because of the close relation-
ship between intelligence activities (Title 50 of the US Code) and warf-
ighting (Title 10 of the US Code) in the cyber domain, it is important to
clearly define missions and align them to the appropriate authorities.
International cyber law also continues to evolve. The Tallinn Manual™
is one of the first documents to thoroughly explore the applicability
of international law to cyber.” As an illustration, the important ques-
tion of whether a “cyber attack” by an adversary on a North Atlantic
Treaty Organization (NATO) member state requires a response from
the alliance under Article 5, the collective defense article of the Wash-
ington Treaty that established NATO, was debated for years, resulting
in a declaration in 2014 that such aggression could be addressed under
Article 5 on a “case by case basis” depending on the severity of the
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attack.” It has been noted, though, that there is significant ambiguity
in determining whether an event is an attack or such an attack’s severi-
ty.?' Such policy limitations may hamper nation states operating within
legal norms but may serve as an asymmetric ally to those nations and
non-state actors who do not.

Finally, it is important to understand the relationship between
cyberspace operations and IO. IO are activities undertaken to affect
an adversary’s decision-making through any number of information-
related capabilities.”> Cyberspace operations can provide a mechanism
for realizing many of these and may be particularly effective due to
speed, volume, and access provided by cyberspace. However, cyber is
not the only means of delivering 10 effects, nor is IO the only kind of
operation undertaken in cyberspace, further emphasizing that cyber-
space is another domain in which warfighting can and will occur, but
that the fight is inherently multi-domain.

Categories of Operations

IT network operators and defenders often characterize their
actions as protecting the confidentiality, integrity, and availability of
their networks.”? Whether from the point of view of an attacker or a
defender, cyberspace operations can be categorized similarly using the
“CIA triad™

* Confidentiality: Confidentiality is defined as “preserving
authorized restrictions on information access and
disclosure, including means for protecting personal privacy
and proprietary information.”* Protecting confidentiality
means preventing unauthorized access to information,
whether that information is in transit or at rest. For example,
confidentiality seeks to ensure that an adversary cannot
access a classified operation order or a cyber-criminal cannot
access bank account credentials.

* Integrity: Integrity is “guarding against improper information
modification or destruction, and includes ensuring
information non-repudiation® and authenticity.”*® Protecting
integrity means that unauthorized personnel will not tamper
with such information. Such tampering, or anintegrity attack,
could include cyber-criminals using ransomware, which is a
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type of malware that infects a computer and restricts a user’s
access to the computer, to tamper with data by encrypting
the data and holding it hostage until the affected user or
users pay(s) the offender to release the encrypted data.*”
Availability: Availability is “ensuring timely and reliable
access to and use of information.”*® Availability ensures that
users can access required information resources. Common
examples of attacks on availability are a denial of service
(DOS) or a distributed DOS (DDoS) attack. These attacks
occur when an attacker attempts to overload a network
resource with requests, such as attempts to view a website.*”
Compromised devices, such as a hacked computer connected
to the Internet, may be used to launch such attacks.*

In addition to methods categorized according to the “CIA triad,”
the layers of cyberspace provide another set of classifications:

Physical Layer: Sophisticated technical defenses in the other
layers of cyberspace (e.g., firewalls®) can often be bypassed
simply through physical access to a network resource.*
Physical layer attacks may include physically entering a facility
and accessing the network wirelessly or from a computer
terminal located inside a security perimeter.

Logical Layer: Attacks at the logical layer are often thought of
as “hacking.” An attacker can misuse network functionality
remotely, to include over the Internet, to access a network.
Common techniquesinclude phishing, such assending emails
to a target that include malicious software (malware) itself or
alink to a URL hosting malware.*** Direct attacks on systems
seek to exploit vulnerabilities, or flaws, in the software of the
system, either the operating system or applications running
on it. Software developers and security researchers attempt
to prevent or discover these vulnerabilities so they can be
“patched,” or fixed, by the software vendor before hackers can
take advantage of them (or at least allow defenders to detect
the signatures of attacks against the vulnerability before it is
fixed). This is why it is critical to maintain software updates
provided by manufacturers, as well as antivirus updates, to
detect attack signatures. When hackers discover and exploit
a vulnerability of which vendors are unaware, and therefore
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have not been able to fix, it is referred to as a “zero day”
attack; the defenders had zero days to fix or even detect
attacks against the vulnerability.

o Cyber-Persona Layer: Authenticated access, typically through a
network account, to computing resources resides at this layer
of cyberspace. If an attacker can compromise an account,
such as learning of a username/password combination,
then the attacker has access to the same resources as the
authorized user. As the “cyber-persona layer consists of
network or IT user accounts” and “may relate directly to an
actual person or entity,”* it may be profitable for an attacker
to focus on the people in addition to the technology. The
concept of “social engineering” addresses the “targeting
and manipulation of human beings rather than technology
or other mechanisms.”* An example of social engineering
leading to compromise of a cyber-persona occurred in the
case of a journalist from Wired magazine.*” An attacker used
social engineering on Apple technical support staff. In that
case, the attacker claimed to the journalist and convinced
the Apple technical support personnel (despite being unable
to answer the security questions) to reset the journalist’s
password (the attacker used a billing address and the last
four digits of an associated credit card as bona fides). Using
the new temporary password, the attacker assumed control
of one of the journalist’s email accounts and expanded this
control to additional cyber-personas using similar password
reset methods.

While more dependent upon actions in the logical layer, creden-
tial theft provides similar functionality. Credential theft attacks use a
technique in which an attacker obtains stored “credentials from a com-
promised computer and then uses those credentials to authenticate to
other computers on the network.”® In this way, an attacker expands
from the point of original infection to additional locations within the
network. Finally, it is also important to emphasize that users within
the network may cause it to be compromised, whether intentionally or
inadvertently as a result of social engineering or poor practice. Both
of these situations are referred to as “insider threats,” and protection
against these threats is an important subset of cyberspace operations.*
Indeed, “insider threats are a significant concern to the joint force.
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Because insiders have a trusted relationship with access to the DODIN,
the effects of their malicious or careless activity can be far more serious

than those of external threat actors.

»40

It is also important to understand certain key technologies and
emerging capabilities in the cyber domain:

Malware: Malicious software (malware) is a term that
encompasses a variety of software, to include computer
viruses and spyware, enabling the theft of passwords and
personal information, as well as damage to hardware.*' One
common capability of malware is that of a “keylogger,” which
provides the ability to capture user keystrokes as they are
entered and sending those keystrokes to another Internet
user, informing that malicious user of a person’s usernames
and passwords to various online sites and accounts.

Social Media: While social media sites have become nearly
ubiquitous,*® there are certain nuances associated with
military operations. Social networks in cyberspace can incite
popular support and disseminate ideological information.*?
For example, the Islamic State uses Twitter to disseminate
propaganda.** From a military professional’s perspective,
these services can be used for both official purposes, such
as public affairs, and unofficial purposes, such as personnel
morale; however, they also pose operational security risks.
Social media also represents a valuable source of information
about adversaries, such as identifying demographic
information about Islamic State supporters.*> A burgeoning
field of social media mining*® applies capabilities such as
machine learning?” to perform such actions as measuring
the influence of individuals in a social network.*®

Onion Routing: Onion routing is a method to anonymize
Internet communications by forwarding encrypted Internet
traffic through numerous nodes. The Onion Router (Tor) is
likely the most well-known form of onion routing.* See Figure
3-3 for a graphical depiction of Tor forwarding encrypted
traffic through several intermediate nodes between a server
and client. Tor enables users to protect human rights from
oppressive regimes® but also provides communications for
such cyber-criminal organizations as the Silk Road.”
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Figure 3-3. Tor operations.

Blockchains/Cryptocurrency:Ablockchainisashared, distributed

database built on cryptographically® authenticated
transactions.” The cryptocurrency “Bitcoin” is built around
a blockchain and, like other cryptocurrencies, offers the
ability to conduct financial transactions with enhanced
anonymity and security. Cryptocurrencies are commonly
used on cyber-criminal marketplaces such as the Silk Road.”*

PURPOSES

SR

Actors undertake cyberspace operations for a variety of purposes,
in many cases related to the organization in which the actor is a mem-
ber. Such purposes include:

Hacktivism: Combining “hacking” and “activism,” hacktivists
use cyberspace operations to support political goals, to
include engaging in DDoS attacks, website defacements, and
compromising and publishing confidential information.”
Both violent and non-violent resistance movements like to
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use hacktivism, as the members of these movements typically
view themselves as advancing or fighting for an ethical or
even righteous social or political cause.

¢ Crime: Cyber criminals typically focus on monetary rewards.
Groups of cyber criminals have become increasingly
sophisticated and frequent marketplaces to engage in
credit card fraud, identity theft, and rental of DDoS attack
capability.”® These cyber actors may also have links to
nation-state actors®” and non-state actors, such as resistance
movements, which can derive much needed funding from
cyber-crime.

e Espionage: With the growing and near universal use of
computer networks to transmit and store information, both
non-state and state-sponsored cyber actors have incentives
to use cyberspace operations to obtaining that information
by intercepting emails, stealing files from databases, or
obtaining files and documents from hard drives and
external drives.

e Warfare: Both state and non-state actors may engage in
cyberspace operations during hostilities for the purpose of
denying, degrading, disrupting, destroying, or manipulating
adversary information or information systems, or, conversely,
countering such attempts.”®* For example, cyberspace
operators, presumably acting on behalf of or in support of
the Russian government, shut down electrical power plants
in Western Ukraine in late December 2015.%

3.2 Key purposes: hactivism, crime, espionage, and warfare. In
general, the first three drive a legal response, while the last are more
likely to involve a military response.
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ACTORS

v

It is useful to characterize cyber adversaries, or actors, to under-
stand the necessary resources to apply to defending against them and
responding to them. The key attributes to consider when characterizing
cyber actors are the size of the adversary organization, which provides a
measure of the resources it can apply, the capabilities they possess, and
their motivations.

Because cyber technology is accessible to everyone from children to
nation states, there is a corresponding range of sizes of cyber actor orga-
nizations. Typical scales include individuals (1), small cells (10s), groups
(100s), and complete enterprises (1000s). The size of the organization
determines to some degree the group’s accomplishments based on the
resources and skills applied to each stage of executing an attack. How-
ever, automation can compensate to some extent: a single bot-herder”
can command tens of thousands of machines for conducting attacks.

In cyber warfare, not all adversaries are equally capable. To dif-
ferentiate, there are several models, all of which characterize actors in
a range of tiers. The Defense Science Board’s model® is widely refer-
enced and summarized in Figure 3-4. In this model, a key discriminator
among the tiers is the source of the vulnerabilities in targets attacked
that are exploited by the actor. The kinds of vulnerabilities available to
an actor are, in turn, related to their resources, primarily time, fund-
ing, number of people, and expertise. While there is a general relation-
ship between the size of a group with the type of threat actor described
earlier, the middle tiers can be ambiguous.
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Figure 3-4. Cyber threat taxonomy.

These categorizations cannot be treated rigidly, and determining
which category of attacker is responsible for an intrusion, let alone
full attribution to a specific attacker, can be a difficult problem.
Advanced attackers can easily mimic the techniques and behaviors of
less skilled actors, using only the minimal amount of tradecraft nec-
essary to achieve their goals. Advanced adversaries may also employ
lesser skilled organizations as proxies, giving the proxies access to more
advanced capabilities.

Actors can sometimes be identified by their tradecraft, or the specific
tactics, techniques, and procedures they use (behavioral characteriza-
tion), as well as the particular tools (malware, etc.) and vulnerabilities
they exploit. Some actors also tend to target certain classes of victims.
Capturing this evidence over a series of attacks allows analysts to iden-
tify an intrusion set, which they can also attribute to a specific actor,
assuming the actor has not already taken credit for the attack. The
sophistication of the actor can determine the effectiveness of identify-
ing them this way; actors that can afford many different tools develop
many different tactics and carefully test them before deploying them,
which reduces the similarities in attacks that lead to association with a
named intrusion set. Likewise, more sophisticated means of forensic
analysis can uncover even smaller digital tracks; such means would be
limited to better resourced defenders.

69



Resistance and the Cyber Domain

There are also varying motivations for why different actors under-
take cyber operations, and these motivations can shape the size and
structure of the resulting hacking organizations. JP 3-12 identifies four
types of threat actor organizations:*

¢ Individual actors: anyone acting alone or in a small group,
usually with political motivations or for bragging rights.

¢ Criminal organizations: financially motivated, these groups
generally steal information that they can sell or use for
extortion.

* Transnational groups: loose-knit organizations such as the
hacking group Anonymous or various terrorist groups. They
typically pursue some social or political agenda through
messaging and fundraising (often illicitly) via cyber.

* Nation states: well-funded, state-sponsored actors working
on behalf of a country.

3.3 Types of actors: individuals, criminal organizations,
transnational groups, and nation states. The primary objective in
any response is to take the actor off the field, and in this sense, it is
important to recognize that at all of these levels, individuals are the
ultimate actors, just as in physical space.

While a cyber operation may be undertaken by one of these kinds
of groups toward a particular end, we also see instances where different
groups work toward the same end, sometimes collaboratively. For exam-
ple, during fighting in Ukraine, not only were state-sponsored cyber
units of the two nations involved, but also transnational groups such as
Anonymous and individual “hacktivists,” most of whom seemed to align
with Ukraine in attacking targets, including Russian state media.*
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TARGETS

IT Networks

Most users and devices interact with the Internet through IT net-
works. In home and office environments, these networks consist of end-
point or host devices, such as computers—both individual desktop and
shared servers—and routers and switches that interconnect them. A
local area network (LAN) is connected to a wide area network through
a gateway, usually a router configured to pass traffic into and out of
the network. These networks are typically defended by firewalls set
up to only allow certain traffic to pass into the network, and in more
advanced networks (typically corporate networks), intrusion detection
devices monitor network traffic for known attack signatures or patterns
in the incoming data that indicate an attack. These LANs may also be
configured to collect activity logs from the various networks and host
devices for further examination by cyber defenders.

IT networks are the traditional targets of hackers. Any network
beyond a very small one quickly becomes complex, and unless net-
work administrators and defenders are persistent in updating all of the
devices to eliminate software vulnerabilities, hackers need only find
one opening to gain a foothold. Once within a network, they can pivot*
from their first compromised system to move laterally® to others, with
the added advantage that they are now within the perimeter defenses
and look more like an authorized user.

3.4 IT networks have historically been the primary targets for hackers.

Over the years, defensive tools improved, and automated software
updates hindered the challenge of entering an IT network directly.
However, the explosion of devices connected via local wireless networks
from phones to children’s toys increased the number of internal targets.
Behind most of the network hacks is still the softest target—the human
user—and hackers regularly attempt to exploit them through social
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engineering attacks, such as spearphishing. Once able to compromise
the user, they can use that individual’s credentials on the network to
move freely. Cyber awareness training now focuses on this weakness, as
well as new tools to detect these kinds of attacks and the resulting com-
promises. However, the combination of the desire for efficiency and
lack of technical awareness continue to make IT networks and their
users a primary point of attack.

3.5 Increased network security led hackers to focus on exploiting
human users via attacks, such as spearphishing.

Internet Exchange Points and Backbone

Much of what we refer to as the Internet is represented in the inter-
connections among Internet service providers, which provide access to
the Internet from IT networks, and content delivery networks that form
the Internet’s backbone. Each provider operates an autonomous sys-
tem—an independent, large network—that meets at Internet exchange
points (IXPs) that represent both logical and physical connections
between the providers’ networks. This hierarchical structure (illus-
trated in Figure 3-5, a snapshot of the Internet) makes routing traffic
between points more efficient and provides redundancy. However, this
design can also be vulnerable to attack; because so much traffic routes
through the physical location of the IXP, it is a lucrative target for an
adversary who wishes to significantly affect the Internet.
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Figure 3-5. Internet structure.

Industrial Control Systems and Supervisory Control and Data
Acquisition Systems

An increasingly important target set encompasses the many indus-
trial control systems (ICS) and SCADA systems employed in industry.
These systems automate monitoring and interaction with electrical
(including nuclear), water, traffic control, and almost every other infra-
structural system. Many of these “legacy” computer networks were built
as a matter of convenience and efficiency and without the intention of
connecting to—or even before the widespread use of—the Internet. As
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a result, many of these legacy infrastructure computer networks con-
tain few, if any, security controls. ICS network operators tend to focus
on the industrial aspects of the systems and may not even know they
are vulnerable to cyber attack. ICS/SCADA systems will be more thor-
oughly discussed in chapter 6.

Internet of Things

More devices in daily life contain Internet-connected comput-
ers, leading to the exponential growth of potential targets for hack-
ers. Because these so-called Internet of Things (IoI') devices contain
sensing, computing, communication, and actuation capabilities,® they
bring new opportunities to attackers, and their increasingly ubiquitous
nature provides access to places not previously accessible. IoT" devices,
such as printers, routers, video cameras, thermostats, refrigerators, and
televisions, typically have the ability to sense the physical environment
and take action (actuation) based on the sensor inputs, and adversaries
seeking direct effects on the physical environment may choose to attack
them, such as through an integrity attack. Additionally, much like ICS/
SCADA technology, the technical security capabilities for the IoT are
often substandard, and coupled with the computing and communica-
tion capabilities of the IoT, they have been used in DDoS attacks. The
IoT will also be discussed in more detail in chapter 6.

OPERATIONAL CHALLENGES

ORG®

As warfare in cyberspace is a new concept, it is not yet well under-
stood, which creates challenges for the warfighter. Among the most
significant challenges are attribution, policies and authorities, and
“cyber thinking.”

The section on actors discussed the difficulties in attributing an
attack to a specific adversary. Cyberspace provides the opportunity to
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attack with anonymity. In addition to technical means such as using
multiple hops and anonymous routing such as the Tor network, actors
may also employ others as proxies, or even mimic another actor, per-
haps another adversary to the target. Attributing an attack to a sophis-
ticated actor that does not want to be identified is extremely difficult.
Further, unlike a physical attack, a cyber attack may not be discovered
for months. A recent report suggests that typical time to discovery of
cyber attacks ranges from months to years.®

Operationally, the impact is clear: if the attacker’s identity is not
known, or if the attack occurred some time ago, how should a nation
respond? Forensic investigations initiated upon the discovery of an
attack can take a long time and often do not result in a high-confidence
conclusion. Attribution is discussed further in chapter 8.

3.6 Attribution of a cyber attack to an attacker is one of the most
significant challenges in effectively responding.

A second significant challenge is the constantly evolving legal and
policy regime. Unclear policies result in indecision as to whether an
attack should be mitigated legally or militarily. In either case, there are
also questions of escalation and proportionality, as mentioned earlier
with respect to the Tallinn Manual assertion of a legal right to respond
with physical force during a time of war. Without clear statements of
policy, countries cannot be certain which level of action will lead to
certain kinds of response. Adversaries may intentionally leverage this
ambiguity through the use of proxies and deception.

Another policy challenge that hampers both response and action
concerns equities. As previously discussed, there is a close relationship
between intelligence activities in cyberspace and operational (combat)
activities. In some cases, the ability to more specifically attribute an
attack to an adversary is based on intelligence, and acting on that intelli-
gence may expose those sources and methods. Similarly, cyber capabili-
ties are single-shot weapons; once used and observed by the adversary,
they can often be easily countered, and they may also reveal the sophis-
tication of US cyber capabilities. This combination may make respond-
ing to certain attacks in cyberspace a much less attractive option than
other means available among the instruments of national power, for
example, legal measures to indict five Chinese military personnel for
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conducting cyber espionage.®® The legal environment around cyber is
discussed further in chapter 9.

Finally, one of the biggest hurdles yet to overcome is the newness of
cyber as a domain of military operations. We do not refer to “cyber war-
fare” here, as this is exactly the problem at hand®—conflicts are not
fought exclusively in cyberspace, so there is no such concept as “cyber
war.” Many warfighters, especially those in senior officer and non-com-
missioned officer leadership roles, did not grow up with cyber capabili-
ties. The technical nature of the cyber domain can be intimidating, but
perhaps more importantly, there is not yet a battle-tested doctrine of
warfare that includes the cyber domain.

3.7 Legal, policy, and doctrine for cyber are all immature, leading to
challenges in fighting and defending in cyberspace.

This lack of integrated thinking about cyber is difficult to correct.
Training, and more importantly, indoctrination, are essential parts of
any potential solution. However, because we lack significant experi-
ence in conducting a war that includes the cyber domain, we question
whether current training and the nascent doctrine in development are
effective. One historical trend suggests that the introduction of new
technologies (e.g., mechanized warfare) and domains (e.g., aerial war-
fare) substantially changed warfighting; cyber and cyberspace repre-
sent both new technologies and a new domain.

KEY TAKEAWAYS

&e

3.1 The kill chain is a common model for a cyber operation.
The objective of a defender is to detect and disrupt the kill
chain at the earliest phase of an operation.
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3.2

3.3

3.4

3.5

3.6

3.7

Key purposes: hactivism, crime, espionage, and warfare. In
general, the first three drive a legal response, while the last
are more likely to involve a military response.

Types of actors: individuals, criminal organizations, trans-
national groups, and nation states. The primary objective
in any response is to take the actor off the field, and in this
sense, it is important to recognize that at all of these levels,
individuals are the ultimate actors, just as in physical space.

IT networks have historically been the primary targets for
hackers.

Increased network security led hackers to focus on exploit-
ing human users via attacks, such as spearphishing.

Attribution of a cyber attack to an attacker is one of the
most significant challenges in effectively responding.

Legal, policy, and doctrine for cyber are all immature, lead-
ing to challenges in fighting and defending in cyberspace.
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Chapter 4. Resistance Security in the Cyber Domain

INTRODUCTION

The first criterion for success for both the resistance movement and
the force authority is survival. For example, resistance movements need
to operate under a cellular organizational structure so that the whole
movement is not incapacitated due to a single compromise. Precluding
infiltration of the organization is critical to both the resistance move-
ment and the force authority.

In the past, precluding infiltration relied primarily on keeping
opposing human agents from penetrating the organization. Today,
however, the heavy reliance on cyber capabilities leads to new and
multi-dimensioned threats of infiltration. Moreover, cyber infiltration
can cause a loyal member to become an unwitting agent of the oppos-
ing side if cyber capabilities are compromised. Therefore, maintaining
the security of their cyber assets and communications needs to be a top
priority for both the resistance movement and the force authority.

This chapter describes ten key takeaways of cybersecurity useful to
Army special operations forces. While there are many more aspects to
cybersecurity than described here, these are high-level principles that,
if not followed, could lead to the demise of either the resistance move-
ment or the force authority.

Seven of the ten principles of cybersecurity apply equally to the
resistance movement and the force authority. The remaining three
principles, highlighted throughout the chapter, apply differently to
each component.

85



Resistance and the Cyber Domain

THE IMPORTANCE OF CYBERSPACE AND
CYBERSECURITY TO THE RESISTANCE
MOVEMENT AND STATE SECURITY SERVICES

Cyber capabilities, and in particular social media, can be leveraged
by resistance movements to pursue their tactical and strategic ends.
While the cyber domain provides many new opportunities to resistance
movement leaders, these new cyber mechanisms also involve inherent
security risks. For example, resistance movements have always needed
to avoid being compromised. Now, however, the wide array of cyber
channels of communications allows for many different methods of infil-
tration, from chat sessions to air-gap' jumping malware that can reach
networks isolated from the Internet. As described in ARIS Undergrounds
in Insurgent, Revolutionary and Resistance Warfare, resistance movements
need to grow and expand, but expansion risks increased opportunities
of compromise.?

The importance of cybersecurity to the resistance movement can
be described on a spectrum based on the consequences of cyber com-
promise. For example, in extremely repressive environments, a cyber
compromise can lead to physical torture and death to individuals and
eventually the collapse of the resistance movement. Conversely, in less
repressive environments, cyber compromise can lead to embarrass-
ment for the resistance movement or the state security service, thereby
eroding its political influence.

Figure 4-1 presents a visual representation of this spectrum of con-
sequences of cyber compromise depending upon the degree of repres-
sion in the environment. An example of an extreme consequence is
the identification of Syrian resistance fighters against the Assad gov-
ernment via compromised chat sessions that likely led to their deaths,
as described in more detail later. In a similar manner, force authori-
ties facing violent resistance may also lose lives through poor cyber-
security. An example of an embarrassing consequence is the hacking
of the Democratic National Convention emails in 2016 just before the
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presidential election. Many commentators blame the democratic candi-
date’s loss of the election to the release of the hacked emails.?

4.1 The magnitude of the consequences of cyber compromise determines
the degree of importance that should be assigned to cybersecurity of
the resistance movement or the state security services.

US military personnel advising either a resistance movement or a
force authority needs to be able to help assess the level of consequence
that can result from a cyber compromise and help prioritize resources
toward increasing cybersecurity.
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Figure 4-1. The spectrum of consequences for cyber compromise.

Most of the examples in this chapter address situations where the
consequences of cyber compromise are extreme and usually lethal.
Even if a resistance movement avowed nonviolent means to achieve
change, repressive governments often use violence or the threat of vio-
lence as the primary mechanism to suppress the movement. Depending
on the level of openness in a regime, even nonviolent movements might
be illegal and considered dangerous to a state’s authority.* Conversely,
resistance movements such as al Qaeda, a group whose primary tool
was violence against almost everyone in Iraq in the mid-2000s, was also
a target of cyber compromise by the state security services. As a result,
cybersecurity is essential to protecting resistance movements, whether
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they are violent or nonviolent, and of greater importance when the
consequences of cyber compromise are lethal.

Cyberspace as a New Vector of Compromise

Resistance movements in lethally repressive environments have
always needed to protect the identities of their members. As described
in ARIS Human Factors Considerations of Undergrounds in Insurgencies,
dividing the resistance movement into cells (whether sequential or par-
allel) can help protect the resistance movement from complete collapse
by localizing the effects of the compromise.’

A resistance movement’s use of enforcement squads and other
enforcement methods are common within violent resistance move-
ments. In the book Of Spies and Stratagems, Stanley Lovell describes
such enforcement tactics of the Norwegian resistance against the Nazi
occupation in World War II. When the Norwegian resistance identified
informants, they made examples of those so identified. Rather than
killing the informants, the resistance members surgically removed the
tongue and released the former informant back into society. This had
an extremely chilling effect on other would-be informants.°

In the cyber realm, the most common threat is not the lone insider
informant intentionally working for the state security services (though
that is still a threat’). The most common threat is the compromise of
cyber capabilities used by resistance movements by loyal resistance
members. In a similar manner, the primary threat to the state security
services is also cyber compromise of its loyal members through state-
owned cyber assets. In both cases, compromise of cyber capabilities can
either lead directly to physical compromise or in turning an otherwise
loyal member into a witting or unwitting insider for the other side.

When opponents compromise cyber assets of loyal members of the
resistance movement or the state security services, this often creates a
much larger source of information leakage than human informants
achieved through traditional infiltration of the organization.

4.2 The largest source of information leakage from resistance
movements or state securily services is likely via loyal members
whose cyber assels are compromised, rather than the relatively small
number of disloyal human informants.
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Infiltration may now be accomplished by compromising a non-
human cyber asset, such as computers or cell phones via malicious
code or a bot, rather than compromising a human. This reality of cyber
operations gives the perpetrator of a cyber compromise a much larger
space in which to operate to find vulnerabilities in the target cyber
assets. When the perpetrator compromises an opposing side’s asset,
the perpetrator is usually confident that the compromise is real and
that the information obtained via that compromise is valid. This makes
the information obtained via a cyber compromise usually more reliable
than information from an informant who may be a double agent.

A cyber compromise may be against the cyber capabilities used for
internal communications, external communications, or both. Inter-
nal communications within a resistance movement, for example, may
be facilitated by emails to members or by removable media (such as
thumb drives and memory sticks). If any one member in the cell has
their email compromised, then the whole cell is at risk. If any one mem-
ber transfers malware by removable media, then everyone who uses
that media will also be compromised. In that case, the US military in
Afghanistan was infected by malware that was carried to many cyber
assets via removable media.®

External communications for a resistance movement include
websites or chat rooms used, for example, to drum up international
support and generate recruits. However, if the cyber assets are com-
promised when using chat or websites, the resistance movement mem-
bers can also be exposed. In a similar manner, state security services
may have their websites compromised or other cyber assets infected via
chat room communications. Cameras and microphones installed on
personal computers can be activated surreptitiously by an adversary,
allowing the adversary to identify not only the person but also the loca-
tion and identities of others in the view of the camera or the range of
the microphone. Emails sent across open communication channels can
also be intercepted and read by an adversary.

US advisors of either a resistance movement or a state security force
need to help identify which types of cyber assets could be leveraged for
the greatest effect against them, as well as advise on methods to better
secure these cyber assets.
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Why the Resistance Use of Cyberspace is Different

Cyber capabilities provide resistance movements with great reach
in their external and international communications and a wide range
of internal communications options. For example, state security ser-
vice oversight of the landline phone system, as in Russia, no longer
sufficiently controls internal communications. The plethora of Internet-
based communications methods combined with cross-media connec-
tions’ to the Internet greatly expanded the range of options available
to the resistance movement.

Meanwhile, every cyber capability is vulnerable to eventual compro-
mise. Just as the resistance movement must contend with an inherent
tradeoff between expansion of the movement versus the risk of com-
promise, there is an inherent tradeoff between the use of a wide range
of cyber capabilities versus the security of these capabilities. While it is
very difficult for the state security service to effectively monitor every
cyber communications capability, it is extremely difficult for the resis-
tance movement to adequately secure every cyber communications
capability. Achieving cybersecurity on each type of cyber capability
requires specialized software and skills that are often not widely avail-
able to a resistance movement.

4.3 There is an inherent tradeoff between the benefits of the large
internal and external reach and variety of cyber capabilities versus
the need to secure every type of cyber capability used.

In general, the larger the number and variety of cyber assets, the
greater the number of opportunities for compromise. Traditionally,
the larger the variety of resources, the greater the chance of survival
of the organization. However, in cyberspace, the more types of cyber
assets used, the more types of vulnerabilities and the greater need for
resources arise to successfully secure cyber assets.

Since the Internet was made available to the public, both individuals
and societies as a whole became significantly dependent on its capabili-
ties. These capabilities extend beyond the original PC-based access of
the Internet and now include a wide range of communications mecha-
nisms that integrate their functions with and through the Internet. The
Internet can connect with smartphones and tablets for browsing, tex-
ting, tweeting, and a variety of other communications. The cross-media
flow between the Internet and cellular phones became ubiquitous not
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only in the developed world but also in the developing world. Places
with no landline infrastructure are now connected by cellular and, in
some cases, satellite communications that can reach the Internet and
therefore the rest of the world."

Resistance movements adopted and exploited these new capabili-
ties before the force authorities in many repressive nations were aware
of these capabilities. The success of the Arab Spring was dependent not
only on social media to recruit, organize, and message but also on the
regimes’ lack of monitoring of social media and its use as an organiz-
ing avenue for resistance movements.'"'?

Social media was instrumental in organizing and mobilizing the
massive protests that occurred in Tunisia, Egypt, and many others. While
the repressive regimes monitored and controlled the traditional media
outlets, they were not watching social media. However, other nongov-
ernment sources watched social media. The information disseminated
provided a ground truth that could be spread quickly across the world.
“Mostly what we got was people on the ground -- participants, dissi-
dents -- because the Egyptian government was clueless.””® After many
of the resistance activities were successful, the regimes’ state security
services learned to use, monitor, and manipulate social media, thereby
precluding similar mass mobilization activities in their countries.

State security services educated themselves about social media and
other cyber capabilities and have taken steps to make sure another
Arab Spring type of event does not happen. In addition to monitoring
social media and other Internet communications, many state security
services use much more active measures to identify members of resis-
tance movements (such as through implanting malware) and to coun-
ter messages using their own bloggers, as will be described further in
chapter 5.

For example, many resistance movements use chat rooms to recruit
members, organize themselves, and plan events. The state security ser-
vices will then enter the chat rooms pretending to be someone support-
ive of the resistance movement when they are in fact trying to weaken
or destroy it, as described in the next section.
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Examples of Resistance Movement Compromise via
Cyberspace

FireEye, a cybersecurity company, published a report, titled “Behind
the Syrian Conflict’s Digital Front Lines,” that describes fake female
avatars fooled Syrian resistance members on Skype into believing they
were supportive of the resistance. Using simply a common name and
image, the avatar “would develop a rapport with the victim before send-
ing a malicious file.”"® Asking whether the resistance member was on a
computer or a phone helped to determine the type of malware sent.
The avatar then requested a photo of the resistance member and sent
a photo in return. However, the return photo included malware, which
then yielded complete control of the resistance member’s computer or
cellphone to an organization supporting the state security service."”

Honey traps—where a person of the opposite sex,"™ almost always
a “young and attractive” female persona, infiltrates an adversary—is
as old as written history. Sayings from the time of Sun Tzu and later
include the Chinese maxim to “use beauty to ensnare a man.”” Getting
the target sexually and even romantically involved traditionally leads
to blackmail opportunities and turning a previously loyal member into
working for the opposing side. While an old ploy, it still works.

What makes this type of threat even more effective than ever, how-
ever, is the fact that the adversary does not even need to find an attrac-
tive member of the opposite sex to achieve the same results. As seen in
Figure 4-2, a fake avatar on the Internet can be created by anyone of
any gender, while the target is often unaware of this capability.

To further spread the malware among the resistance, the fake avatar
previously described hosted a Facebook profile with photos of the same
person to deepen the fabricated background of the avatar. While the
profile comprised pro-opposition content, many posts contained mali-
cious links which, when clicked, delivered malware to the computer or
network of whomever clicked on the link. To continue with the ruse,
the links with malicious content invited visitors to install cybersecurity
tools such as a virtual private network (VPN)* and Tor,” giving the
impression that they added to their cybersecurity when in fact they sub-
stantially decreased it.*

92



Chapter 4. Resistance Security in the Cyber Domain

% L

" ) Decomber 25, 2013 &

http://80.241.223.128/web/Documents/-all- j>-<la)
a0l |- 190Vl Ml wySo-0lowlaw. pif

80241220128
Share
) 9 people like this.

Courtesy of FireEye.

Figure 4-2. Sample female avatar posting malware links on Facebook.

In addition to fake Facebook pages purportedly supportive of the
Syrian resistance, an organization supportive of the state security ser-
vice set up a fake website pretending to align with the resistance to
target, infect, and identify resistance members seeking news about the
conflict. While the news content was real—obtained from legitimate
sources advocating democracy in Syria—the website actually inserted
malware in the form of a Flash Player* upgrade necessary to view the
content. Malware embedded in video chat software was also made avail-
able on the website.*

Extending the honey trap approach to include online matchmak-
ing, the phony opposition website included a number of women’s fake
profiles and a “LiveCamID.” Clicking on the LiveCamID led to a page
where an infected version of otherwise legitimate live video software
was available for download. Moreover, the fake profile pages were
fronted by a fake Facebook login page that collected credentials of the
resistance members who logged in.?

The state security services use of the fake avatars, profiles, and web-
sites “was likely able to acquire large collections of data by breaching
only a relatively small number of systems due to the opposition’s use of
shared computers for satellite-based Internet access.”® Many resistance
movements, like the Syrian resistance, tend to be fairly resource con-
strained. Therefore, resource sharing of cyber capabilities is a common
vector of cyber compromise. A state security service that can successfully
compromise one “shared device can easily steal the Skype databases
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and stored documents of several targeted individuals or organizations
as well.””

In a similar manner, the state security service must also train their
personnel to beware of similar ploys aimed at them. One example
includes the 2017 Hamas penetration of the Israeli Defense Force
(IDF) networks. This penetration was accomplished through social
media requests to IDF soldiers with the requesting profiles displaying
pictures of attractive females, similar to the example against the Syr-
ian Resistance. In this case, the fake profiles contained avatars created
by Hamas. After accepting the requests, the avatars exchanged dia-
logue with the IDF soldiers (including the use of Hebrew slang) and
extracted military operational details from them, as well as requesting
to download a file.?

These downloaded files allowed malicious code within the applica-
tion to penetrate the terminals used by the IDF soldiers and the host-
ing network.” In this case, some of the affected IDF soldiers recognized
they were exploited, which enabled IDF network security technicians
to discover the embedded malicious code and attribute it to Hamas.*

As with honey traps used against the Syrian resistance, the IDF sol-
diers were sent images of attractive females who were not even support-
ive of Hamas. Their images were stolen from various websites and used
without their owners’ permission or knowledge.*' It is much easier to set
a honey trap in cyberspace where the perpetrator pretends to be a young
and attractive female than it is to find a physical human willing to be a
live honey trap.
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Figure 4-3. Sample Hamas female avatar to trick IDF soldiers.

Examples of Resistance Mitigation Options to Avoid
Compromise via Cyberspace

The preceding examples of a resistance movement’s shared cyber
assets via cyber compromise leads to the need for a separation of cyber
capabilities to avoid compromising multiple cells.

4.4 Separation of cyber capabilities should follow the sequential or
parallel cellular organization of the resistance movement to avoid
compromising multiple cells via single shared cyber assets.

Just as cellular organization helps the resistance movement survive
if one cell becomes compromised, cellular separation of cyber capa-
bilities avoids a cyber event that compromises the whole organization.
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Sharing cyber capabilities across multiple organizational cells should
be avoided to ensure that only one compromised cell is lost at a time.

For example, if one member of a resistance movement is arrested,
then only the identities of those members of the resistance in that spe-
cific cell are at risk of compromise. In a similar manner, if the cyber
assets of a resistance movement of one cell are compromised, only the
individuals and the operations associated with that cell are compro-
mised. Conversely, if the cyber assets of a resistance movement are
shared across a large number of cells, then the compromise of one cen-
tral cyber asset can lead to the compromise of many members across
many cells. Even if the members do not know each other, if they use the
same compromised cyber asset, it is as though there was an informant
that knew the identities of all of the various cell members. In the previ-
ous example of the Syrian resistance, its reliance on shared comput-
ers for satellite-based Internet access allowed the compromise of a few
assets to likely expose large numbers of resistance members.*

While resistance movements need to organize their cyber assets in
cell structures for their continued survival, the state security services do
not. Even though some separation of access is good for security, state
security service segmentation for cybersecurity purposes can be accom-
plished at a much larger scale and still be secure. Major state security
service organizations can each have their own cybersecurity assets and
the ability to monitor them and enforce compliance from central loca-
tions. This capability provides state security services the benefits of
economy of scale in cybersecurity practices that are not available to
the resistance movement. Resistance movements will need to perform
cybersecurity practices and enforcement at the cell level, which is much
more difficult to accomplish than state security services with central-
ized cybersecurity monitoring.

4.5  Cybersecurity education and training for its members are essential
to the survival of the resistance movement, as well as to the security
of the state security service.

Just as a resistance movement should train its members in the tradi-
tional physical and operational security procedures, it should also train
its members in the basics of cybersecurity. While it may seem obvious to
some audiences that fake identities, websites, and software are com-
mon threats, many people remain unaware of them in this context. As
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a result, education and training of resistance movement members in
basic cybersecurity “hygiene” will be essential to both the cyber and
the physical security of the resistance movement and its members.

While such an effort may sound easy, it is not. Efforts as simple as
teaching employees to not click on links, open attachments, or down-
load software from email phishing attempts have proven extremely
difficult in governments and large corporations in the Western world,
where most educated employees are very familiar with computers and
computer networks.** Human beings are typically seen as the weak-
est link in the security chain regardless of the advancement level of
network security measures.” Regardless of cyber defense personnel
hardening network settings, these measures can be bypassed when a
member of the workforce demonstrates weak cybersecurity hygiene
practices, allowing for effective exploitation by a cyber intruder.

The lack of basic cyber hygiene in developed nations is also seen
in developing nations. However, the very real threats to the personal
safety of resistance members (and their families) provide incentives to
learn and practice basic cyber hygiene techniques.

In addition to learning such techniques, the resistance movement
should monitor and enforce the use of cyber hygiene practices. The
resistance movement can attempt “Red Teaming™® or “penetration
testing™’ of its members’ cyber capabilities to ensure they follow cyber
hygiene. In a similar manner, state security services also benefit from
preventative cyber hygiene practices to protect both their cyber assets
and any physical assets connected to their cyber assets from cyber
attacks. US military advisors to both resistance movements and state
security services need to encourage the establishment of testing and
enforcement of cybersecurity practices.

4.6 Testing and enforcement of the security of the cyber capabilities
used by a resistance movement or a state securily service are as
important as physical testing and enforcement of member loyalty.

Testing the loyalty of resistance movement members is a histori-
cally-based, effective technique. Elaborating on the previous Norwe-
gian World War II resistance example, all members of a cell were told
of a meeting at a certain time and place. Then all but one member
(the suspected mole) were told it changed. If the Nazis showed up at
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the original place, the one not told of the change was identified as
the informant.*

Testing of cybersecurity of resistance movement members and the
organization as a whole should also be undertaken by the resistance
movement. Sending spear phishing emails as tests of resistance move-
ment members is one way to determine which members practice good
cybersecurity hygiene. Basic penetration testing of member computers
and cell phones and checking for weak or default passwords of hard-
ware devices and software applications could also be useful in identify-
ing vulnerable cyber assets.

All of these cybersecurity hygiene checks require time and exper-
tise that the resistance movement probably does not have in abundance.
If a resistance movement only has a few members who perform at Red
Team cybersecurity testing well, it will be difficult for them to reach the
cyber assets of all of the individual cells because they are distributed in
small cells.

The preferred course of action for the resistance movement is to
have all of their cyber assets in one place or to allow the cybersecurity
experts of the resistance movement have access to each of the cell’s
cyber assets. However, that much information about the resistance
movement’s whole organization in one place is itself a poor security
practice—both physically and in terms of cybersecurity. Physically, if
a resistance movement cyber expert is compromised, then the whole
resistance movement is at risk. In the same vein, if the tools used by the
resistance movement’s cybersecurity experts are compromised, then all
of the organization’s cyber assets will likely be compromised.

An alternative approach is for the resistance movement to distrib-
ute cybersecurity “kits” of software to help each cell to “self-check” its
own cyber assets for good or bad cybersecurity practices.” For example,
a small resistance cell has a set of cyber assets that need to be checked
for security. The kit could include programs that check for default pass-
words, weak passwords, and basic security settings for multiple types
of cyber assets, such as personal computers, smartphones, or websites.
The kit could also include sample spear phishing and chat room tests
that one member of the cell sends to other members to make sure good
cyber hygiene practice is performed. For example, fake “friending”
messages or links to malicious websites could also be included in the
kit. Lastly, the kit should include cyber hygiene training and education
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materials to keep the resistance members alert and able to identify com-
mon cyber threats. While these examples represent only a few of the
ways in which a cell’s cyber assets might be compromised, these basic
checks could help preclude the cell from being readily compromised by
an adversary’s first attempt.

The requirement to broadly ensure cybersecurity across all friendly
cyber assets is one area where the state security service has a striking
advantage over resistance movements. As previously described, state
security services can perform centralized cyber testing and enforce-
ment because their organizations do not require the division into small
cells to survive. Moreover, the scarce human resources with extensive
cybersecurity expertise can be shared across a wide range of the state’s
organizations, which allows for economies of scale when securing the
state’s cyber assets. In contrast, the resistance movement cells must
remain intentionally decentralized, requiring distributed mechanisms
to test and enforce cybersecurity.

CYBERSECURITY AND INTERNAL
COMMUNICATIONS

Resistance movements and state security services both use a wide
range of cyber mechanisms for internal communication.40 For resis-
tance movements, these internal communications support the func-
tions of:

* (reating and maintaining organization

* Performing C2 of organization and operations
* Training members

¢ Planning and preparation

¢ Executing of plans

Each of these internal communication functions can be supported
by a range of cyber capabilities. Table 4-1 shows some of the cyber
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mechanisms commonly used to support internal communications,
both within the resistance movement and a state security service.*

Table 4-1. Internal communications functions by cyber mechanisms.

Mobile Email Removable Cloud

Phones Media
Organization X X X X
C2 X X X X
Training X X X X
Planning and X X X X
Preparation
Execution of Plans X X X

Traditional communication channels and methods include clan-
destine face-to-face meetings, dead drops, and radio transmissions, to
name a few. Today and for the foreseeable future, cyberspace provides
many new realms in which to communicate with less exposure to physi-
cal observation. However, the use of these varied cyber communica-
tions channels also exposes the resistance movement (and the state
security service) to many opportunities for identification, compromise,
and infiltration via cyber means.

There are many cyber mechanisms available and more appear
each year. This section only focuses on some of the more common and
emerging cyber mechanisms used by resistance movements for internal
communications. (Chat is also used for internal and external commu-
nications, but the risks of chat were previously described.) The mecha-
nisms are:

* Mobile phones (including both cell phones and smartphones)
e FEmail

* Removable media (e.g., USB sticks, DVDs, external drives)

¢ The Cloud

Mobile Phones

Mobile phone communications are not as private as they appear.
For example, where encrypted cell phone traffic is available, it provides
better security. If, however, the state security service owns the cellular
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infrastructure, the phone may already be compromised. Cell towers
regularly push “baseband” updates to the cell phones contacting the
cell towers. These updates can include malware. As a result, cell phones
used in regions where the state security service control the cellular
infrastructure may be readily compromised by this technique.*

In addition, commercially available Lawful Intercept soft-
ware can be used by the state security service to spy on cell phone
conversations.**** Another threat vector against cell phones occurs
when hackers opportunistically hack cell phones.”” Opportunistic hack-
ing is not aimed at a particular target, but phones are hacked because
they are vulnerable. The target of this hack may be used for nefarious
purposes by the hacker, including blackmailing the owner with incrim-
inating materials on the phone. Deutsche Telekom hosts a “dashboard”
website display that maps phone hacks it detects around the world.*
Deutsche Telekom uses a suite of honeynets to detect cell phone hack-
ing attempts distributed across the world where it and its partners own
cell towers. These hacking attempts are then reported on a dashboard
at www.sicherheitstacho.eu that displays these hacking attempts in
real time.*

Some governments have fairly sophisticated cell phone eavesdrop-
ping capabilities they deployed abroad. For example, during the 2006
Israeli incursion into Lebanon, Iran and Syria provided Hizbollah with
sophisticated code cracking capabilities against Israeli-encrypted com-
munications, as well as extensive monitoring of Israeli military per-
sonnel’s personal cellular communications. These capabilities against
Israeli-encrypted and -unencrypted cellular communications were used
to great effect in terms of military intelligence and propaganda coups.

For example, the Iranian’s tracked the private cell phones of individ-
ual reservist soldiers to identify Israeli units’ movements and reported
them to Hizbollah fighters in the area. When the Israelis took casual-
ties, Hizbollah announced those casualties over its television station
before the Israeli Armed Forces could announce them."

As a mitigation technique, resistance organizations use “burner
phones,” which are disposable phones used for a small number of
calls. They also use multiple Subscriber Identity Module (SIM) cards
swapped into their phones, where each SIM card has a different phone
number and identity. Both of these techniques make tracking the
phones more difficult. Another ploy is for high-ranking members of
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a resistance to pass their phones to lower-level operatives who move in
a significantly different direction than the previous cell phone owner.
This “cell phone swap” was one of the techniques Osama Bin Laden
used to escape from Tora Bora.”

Lastly, smartphones have many settings used to track the move-
ments and other activities of the phone’s user. Probably the most com-
mon threat vector entails the use of Global Positioning System (GPS) to
track the owner’s movements, highlight places of interest in the user’s
vicinity, and to mark photos with one’s GPS location. Turning off the
GPS to remove the ability for a phone to announce a GPS location is a
good security practice. It is important to ensure that any apps that use
GPS on the phone are also disabled.

Note that even manually disabling GPS tracking does not neces-
sarily mean that the smartphone’s movements are not trackable. It was
recently discovered that Google tracks smartphone locations even when
geolocation has supposedly been turned off.” In the wake of such a
discovery, many have been wondering how to prevent such tracking,
but there are a number of complicated steps that one must perform to
actually keep smartphones from being tracked by Google.*

Email

Email is one of the most common sources of cyber compromise
because it is so often successful. The two most common methods of
compromise are via infected attachments or links to malicious sites
embedded within the email. Clicking on either the attachment or the
link results in malware downloaded to the user’s host machine.

Education and training of resistance members of the risk of email
attachments and embedded links is essential to the survival of the resis-
tance movement. Applying the enforcement technique described in
Principle #6 will help ensure that the resistance member’s use of email
follows proper cybersecurity hygiene practices.

Another good email practice for resistance movement members is
to use many email addresses and personas. Similar to the use of mul-
tiple cell phones or SIM cards (as previously described), multiple email
addresses used for only short periods of time also aids in cybersecu-
rity. Such precautionary measures hinder the state security services’ to
track the various addresses and attempt to compromise them.
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Removable Media

Resistance movement organizations need to store and share infor-
mation about the organization and to plan activities. A commonly
used type of cyber device for storing and sharing electronic data are
removable media, such as the USB devices, also known as thumb drives
or memory sticks. Because such small devices can now store terabytes
of data and are yet relatively inexpensive, they are commonly used as
cyber communications mechanisms.

However, USB devices can also carry malware. Worse, USBs and
other removable media can cross the “air gap” often used to separate
more sensitive networks from the Internet. In a now classic example
described by former US Deputy Secretary of Defense William Lynn,
USB devices with malware were left in restrooms of US military bases in
Afghanistan. These devices were then used by US service members to
carry data between unclassified and classified networks. This situation
resulted in the infection of classified networks previously considered
“isolated” from the Internet by USB-borne malware.** Moreover, crimi-
nal elements now use similar air-gap jumping malware, increasing the
risk against resistance movements that use such devices.”

One mitigation technique is to use USB devices with “write blocks”
to preclude malware from being placed onto the USB device. At the
same time, one must be aware that the USB devices with write-block
capability may already have been compromised in the supply chain
before reaching the user.

Lastly, while USB devices are convenient in their ability to store and
transfer large amounts of data, the loss or compromise of such a device
can be a boon for the state security service. For example, when al-Zar-
gawi was killed, intelligence operatives recovered a thumb drive in his
pocket (along with other memory devices) that provided the US forces
substantial actionable information about al Qaeda in Iraq:*

Within a week of discovering computer equipment
in the bombed-out safe house of slain terrorist Abu
Musab al-Zarqawi, U.S. and Iraqi forces carried out
more than 450 raids targeting followers of al-Qaida’s
leader in Iraq.””

In a similar manner, 2.7 terabytes of data were found on Bin Lad-
en’s computers and media during the raid in which he was killed.”®

103



Resistance and the Cyber Domain

Although not all was stored on removable media, the same principle of
encrypting data at rest applies.

One of the main tradeoffs of encryption is the need for one or more
encryption keys to be securely stored. For example, if users choose to
encrypt data files, they should uniquely encrypt each file with a large
number of keys, or the same key is applicable to many files. The more
keys used, the better the security, but the more difficult it is to work
with the data. Due to the need to manage many encryption keys, ven-
dors are now offering encryption key management services for their
customers.

Resistance movements need to encrypt their data at rest, compart-
mentalize the amount of data stored on any single device, as well as
plan to react when such a compromise occurs. The state security ser-
vice also needs to prepare similar plans in the event of compromise. US
advisors to both resistance movements and state security services need
to advise and assist on the creation of contingency planning and the
recovery from a cyber-security compromise.

4.7  Resistance movements and state security services need to have
contingency plans in place to recover quickly and effectively from a
cyber-security compromise.

Lack of encrypting data at rest can result in exposing large amounts
of data about resistance movement or state security service operations,
personnel, organization, and plans when obtained by the opposing
side. Time is of the essence when such a compromise of information at
rest occurs. The side that captured the data must quickly sift through
it to identify actionable information to exploit and harm the opposing
side. Conversely, the side that lost the data must assume that all of the
data lost will be used by the opposing side and alert all affected parties
before they are identified and attacked. Without a clear and compre-
hensive plan by which to respond when such a compromise of substan-
tial data occurs, the result mirrors the type of “roll up” of the resistance
movement as described in the case of al Qaeda in Iraq.

The Cloud

The Cloud is a form of Internet-based computing resources that
allows users to lease and connect to cyber assets and services provided

104



Chapter 4. Resistance Security in the Cyber Domain

by cloud service providers (CSPs) while paying for only the time and
assets used. While clouds can be small (such as a few computing nodes
in a laboratory), major CSPs commonly provide many thousands of
computers (or computing nodes) and terabytes of memory leased to
remote users for a price. The price paid by the user depends on the
number and type of computing nodes, memory used, and bandwidth
used to transmit data to or from the cloud.

There are generally three types of clouds, as shown in Figure 4-4:%

* Storage clouds, where the CSP only provides memory and the
user only pays for the amount of memory used per month

e Utlity clouds, where the CSP provides a range of computing
power using virtual machine, and the user only pays for the
number and type of computing nodes or other computing
services used per month

* Data-focused clouds (or data clouds), optimized for parallel
programming to perform big data analysis.

Storage | Lots of
Clouds | Memory

Utility | Lots of + Virtual

Clouds | Memory Machines

Data Lots of + Distributed Parallel
Clouds | Memory File System Programs

Adapted from Cloud Computing 101: A Primer for Project Managers

Figure 4-4. Types of clouds and their key elements.

Due to the large number of CSPs around the world, and the ability
to access most public clouds from anywhere in the world, the cloud pro-
vides another place for resistance movements in which to communicate
and store information. Storage clouds are likely the least expensive and
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easiest to use, but the opportunity to buy a long-term lease for persis-
tent use of a utility cloud or even a data-focused cloud should not be
overlooked. Data stored in clouds can be used by resistance movements
as locations for dead drops to exchange information. They can also be
used as places of temporary storage by a single member who might be
travelling or otherwise at risk and does not want to carry the sensitive
data with them.® Placing the encrypted data in the cloud as a tempo-
rary holding place until the immediate threat passes can allow a resis-
tance movement member to retrieve the stored data once conditions
are sufficiently safe.

Unfortunately, not all cloud storage is secure. For example, if some-
one “backs up” their iPhone data on iCloud, the data are encrypted.
However, Apple can access information stored within a backup, includ-
ing photos, videos, device settings, application data, iMessage,® SMS,*
MMS® messages, and voicemail.*

If the CSP provides the encryption, then the service provider also
has access to the encryption keys. If the user provides the encryption
for data stored in the cloud, then only the user can access that data
(assuming use of strong encryption techniques). Resistance move-
ments, therefore, should opt for providing their own keys to secure
their data at rest in the cloud.

Note that the weak link for data stored in the cloud is not the
encryption mechanism but the access mechanism. When a user
accesses a cloud, even by secure means, a user name and password must
be used. Unless there are additional protections, such as “two-factor
authentication”, then an adversary using brute force guessing of the
user name and password will eventually break the code and access the
network. Once the adversary achieves access, malware can be installed
to track the encryption and decryption processes, thus exposing the
encryption keys to the adversary.®
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CYBERSECURITY AND EXTERNAL
COMMUNICATIONS

d

Resistance movements and state security services both use a wide
range of cyber mechanisms for external communications. For resistance
movements, these external communications support the functions of:

® Recruitment and mobilization

e Subversion of state security service members and assets
* Propaganda

¢ International support

® Operation equipment and readiness

Each of these functions reaches beyond the boundaries of the exist-
ing resistance movement to transmit information to external audiences
and gain membership, resources, and support. These external commu-
nications can be either public or clandestine. Because clandestine com-
munications tend to be primarily accomplished one on one, this section
focuses on primarily cyber-based, public, external communications.

External communications via public channels may be openly associ-
ated with the resistance movement or may be anonymous, obfuscated,
or hidden. Cyber mechanisms for external communications covered in
this section are:

* Websites (both created or hijacked, but excluding social
media)

e Social media
e Pirate and Internet radio
* C(Cyber-related supply chains

Table 4-2 illustrates some of the cyber mechanisms commonly
used to support external communications, both within the resistance
movement and within the state security service. Supply chain risks
exist for both cyber assets and physical assets obtained via cyber assets,
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including browsing for, ordering, shipping, receiving, and operating
physical objects and software.

Table 4-2. External communications functions by cyber mechanisms.

Websites | Social Pirate and Cyber
Media Internet Supply
Radio Chain
Recruitment and v v v
mobilization
Subversion of state v v v
security service
Propaganda v v v
External support v v v
Operation readiness v

Websites

Websites can reach a very large number of people at the same time.
If the website can remain up and not be blocked, the messages will
likely reach their intended target audience. Reaching that audience
may be for purposes of recruiting new members, subverting members
of the state security service, gaining international support for the move-
ment, and supporting propaganda. New websites are constantly created
by resistance movements, but each one is often short lived due to the
state security service or web-hosting organization blockage or removal.

For example, “As far back as 2001, Alneda, an Arabic Web site used
by al-Qaida to send messages to its followers, was a known entity. US
authorities tried several times to shut down the site, but it is nearly
impossible to prevent such an operation from popping up on another
server.”” While each website has a limited lifespan, the sequence of
websites over time provides a persistent online presence of the resis-
tance movement. In addition to search engines, online chat rooms,
personal emails, and tweets can guide interested parties to the new
location of the site.

Public messages from the resistance movement can be posted on
websites of others via hacking the site. The message carries even more
weight if the targeted website is owned by the state security service. For
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example, hackers supportive of ISIS hacked the US Central Command’s
(CENTCOM’s) Twitter and YouTube accounts and then tweeted pro-
ISIS messages and uploaded pro-ISIS videos. While there was very little
damage to the sites, the attention gained for ISIS was a propaganda
victory.®® An example of a jihadist website can be seen in Figure 4-5.

Provided by = )
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Offical Site Of Tehreek-e-Taliban Pakistan

Courtesy of Memri.org.

Figure 4-5. Sample jihadist website.

In more permissive, less repressive environments, websites generate
mass mobilization in relatively short periods of time if conditions are
right.” For example, in the Occupy Movement, the digital media acted
as a “stitching technology” that helped facilitate flows of information
and action across interconnected but dispersed networks:™

It [the movement] initially appeared on a Tumblr
microblog, begun by a single Occupy sympathizer,
that invited visitors to post their own experiences with
economic injustice and related issues. The frame then
migrated to Occupy sympathizers on Twitter. Eventu-
ally, the frame became a fixture at the physical Occupy
campsites in New York and around the globe.

Conversely, public websites with messages aimed against a more
repressive and lethal state security service will often be hosted outside
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the control of the state security service (such as in another country).
This often allows the website a longer lifespan, even if the state security
service blocks access to it from the citizens of the target nation. In 2005,
al Qaeda posted job advertisements on the Internet site of a London-
based Asharq al-Awsat “asking for supporters to help put together Web
statements and video montages.... Al-Qaida-linked groups also set up
their own sites, which frequently have to move after being shut by Inter-
net service providers.””

The security of these websites needs to be of paramount impor-
tance to the resistance movement. If a state security service can hack
into the resistance movement website, then malware can be distributed
to supporters of the resistance movement very quickly.

Furthermore, a hacked resistance website can reveal identities of
members, and anonymity can be lost. For example, once a resistance
movement’s website is hacked, users of the site may be redirected to
similar-looking websites run by the state security service, which allows
the state security service to not only monitor a username and password
but also a user’s browser.”

Even viewing content on the site can be used to collect information
against the resistance movement. If a state security service also moni-
tors who accesses certain sites by compromising them, the identities
of potential members or supporters of the resistance movement are
at risk.

Just as important, if the state security service compromised a web-
site known to be owned by a resistance movement, then the state secu-
rity service can post particularly offensive material on the site, claiming
condonement by the resistance movement. This deception technique
creates severe political repercussions against the resistance movement
even as it tries to deny ownership of the post. For example, hackers were
able to hack Twitter administrator accounts by testing simple passwords
for specific logins. Once the hackers achieved administrative privileges,
they sent phony Twitter messages from President Obama as well as from
staff at Fox News.” Although the hoax was quickly identified, it would
be much more difficult for a resistance movement to overcome phony
messages from its legitimate accounts if a hacker were to gain adminis-
trative privileges over its sites.

Education and training of current members of the resistance
movement can help reduce compromise via phony websites. However,
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potential recruits with no training will likely be the most susceptible to
identification by the state security service prior to joining the resistance
movement.”* If the new recruit previously visited such a site, aimed at
collecting data on pro-resistance visitors, then that recruit and his/her
family are already at risk due to previous consideration of potentially
supporting the resistance. In more permissive environments, this risk
of compromise is not a significant problem, but in environments in
which the state security services often uses torture and lethal force,
such a compromise could be a significant problem for both the recruit
and the resistance movement. Principle #8 usually only applies to resis-
tance movements.

4.8 Resistance movements need to interview and screen new recruits
to determine whether they may already be identified by the state
security service via phony pro-resistance websites.

While there is not a preferred mitigation method, multiple alter-
natives exist for the resistance movement aware of any new recruit’s
likely compromise via cyber means even before joining the resistance
movement. Just as physical screening of new recruits often involves test-
ing individuals to see if they divulge vital information to the opposing
side, initially providing new recruits with cyber assets and monitoring
software is one way to determine whether they attempt to make clan-
destine contact with the opposing side. At the same time, the monitor-
ing software should not remain in place permanently because the state
security services may exploit the same monitoring channel over time.

Social Media

Chapter 5 will describe many uses of social media by resistance
movements, as well as some of the problems social media presents to
resistance movements.

An earlier section of this chapter described state security service use
of fake Facebook pages to collect profile data on resistance members,
as well as providing links to sources of malware to compromise resis-
tance movement cyber assets. This section describes additional security
issues associated with the use of social media by either the resistance
movement or the state security service.
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One common security risk is that social media sites can be monitored
by both sides: the state security service and the resistance movement
members of each other. A significant amount of personal information
is often posted on social media, which can be used by an opponent to
identify, threaten, or co-opt a user.

Much of the data intentionally posted by a user can result in an
unintentional level of exposure. For example, the opposing side can
leverage users’ posts about personal relationships or personal history
(e.g., schools attended or places frequently visited). Pretending to be a
graduate of the same school is a common ploy to initiate contact.

In other cases, information can be unintentionally posted due
to a human procedural or configuration error. For example, one of
Verizon’s vendors exposed the names, addresses, and phone numbers
of approximately six million customers.” In a similar event, data on
approximately 198 million voters was left on an open online database by
an analytics contractor employed by the Republican National Commit-
tee. It was only taken down when a cybersecurity analyst discovered it.”

The greater the number and variety of information someone posts
about themselves, the more an opponent can learn about them. Where
one lives, went to school, previous employment, friends’ identities, and
personal appearance are often posted with little regard for an adver-
sary collecting data to cause harm or collect future leverage. Even if a
resistance member employs online operational security (OPSEC) on
social media, if friends or relatives do not practice OPSEC, the resis-
tance member is still at risk. Sharing photos with tags to a person’s
name exposes both the resistance member and his/her online friends
and relatives to the attention of the state security services.

For example, if someone posts support of the resistance movement,
then the state security service can “connect the dots” of the rest of
the information on the page to create an accurate description of that
person and relationships with family and friends. Because online con-
nections are often related to physical connections, the state security ser-
vices can connect the resistance member’s online contacts with physical
identities. Information on the resistance member’s friends and families
could be used to coopt or coerce that person to become a witting or
unwitting tool of the state security service against the resistance move-
ment. Even if the resistance member practices proper cyber hygiene,
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but the member’s family, friends, and followers do not, the resistance
member’s identity could be identified by the state security services.

In a similar manner, the resistance movement can monitor social
media posts of known members of the state security service to identify
patterns of life, family, and friends and take coercive action against that
state security service member or his/her associates.

The need to preclude operations security leaks via cyber assets
leads to the need to scan social media to identify members that violate
OPSEC. For example, US military services each host offices dedicated
to identifying OPSEC leaks posted by service members on social media
sites.”” After the bin Laden take down, the name of the Navy Seals
unit involved in the raid was leaked to the press, which allowed indi-
viduals and their family members to be identified from open source
materials.”® Resistance movements need to perform similar functions
for ensuring the OPSEC of their members and operations that might
appear on social media.

4.9 The resistance movement and the state security service each needs
to scan social media to identify members that violate OPSEC.

One of the most serious sources of information unintentionally
posted to social media is photographs. Modern cameras and smart-
phones often include GPS; the location where the photo was taken (as
well as its time) is often included in the photo’s metadata. This type
of data exposure can compromise both resistance and state security
service members’ physical locations and may lead to member identifica-
tion and tracking over time.

Photos posted by family or friends of a resistance member can
provide the state security services (and vice versa) with an image that
would otherwise not be available via public means. Worse yet, some
social media sites use facial recognition software to automatically tag
individuals in a photo with their name and links to their profiles.” As
long as a photo was tagged with a name once on the social media site,
there is a good chance that the facial recognition software automati-
cally tags subsequent images.
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This photo-matching capability may be particularly trouble-
some for a resistance movement member using a nom de guerre while
another photo associated with the member’s real name is posted on a
friend’s site:

Facebook’s facial recognition research project, Deep-
Face (yes really), is now very nearly as accurate as the
human brain. DeepFace can look at two photos, and
irrespective of lighting or angle, can say with 97.25%
accuracy whether the photos contain the same face.
Humans can perform the same task with 97.53% accu-
racy. DeepFace is currently just a research project, but
in the future it will likely be used to help with facial
recognition on the Facebook website. It would also be
irresponsible if we didn’t mention the true power of
facial recognition, which Facebook is surely investigat-
ing: Tracking your face across the entirety of the web,
and in real life, as you move from shop to shop, pro-

ducing some very lucrative behavioral tracking data
indeed.®

If Facebook can track a person’s presence across the Internet now,
then state security services can as well. At the same time, resistance
movements could also track the movements of key state security service
members. Both resistance movement and state security service mem-
bers need to check their individual privacy settings for all social media
channels in use. In addition, they inform friends and relatives that
posting their images on the Internet is a threat to their personal safety.
Unfortunately, it is becoming more difficult for someone to remain
anonymous or perform anonymous browsing, as will be described in
chapter 8 on attribution.

Figure 4-6 illustrates the concept of facial recognition software
techniques where key facial features are identified and the distances
between them are mapped.*
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Figure 4-6. Sample facial recognition software face mapping.

The state of the art of facial recognition software continues to
expand, and China advanced it into the physical realm. Some Chinese
police are now equipped with “smart glasses” that take an image of a
person in their view, which is then matched to a database of the per-
son’s identity. As long as an image of that person is available, modern
surveillance techniques in the physical world can be used to quickly
identify a person of interest.*

Pirate Radio and Internet Radio

One of the more traditional external communications mecha-
nisms for resistance movements is pirate radio, which is a radio station
that broadcasts without a valid license. Pirate radio was used exten-
sively throughout World War II and the Cold War. For example, during
WWII, allied radio stations from London, Moscow, and America broad-
cast live Hungarian news. In Hungary, Prime Minister Miklos Kallay-
sanctioned the operation of an illegal radio station. From August 3,
1942, the Voice of America broadcast in Hungarian from a boat that
sailed near Salonika in the waters of Greece.®

The Taliban used pirate radio extensively in Pakistan:

Through their pirate FM transmitters, the Taliban
have demanded that local parliamentarians, security
forces and other government officials resign from
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their positions as a mark of protest against the military
operations; otherwise they should be prepared for a
jihad directed against them. The Taliban radio broad-
casters, popularly known as “FM Mullahs,” continu-
ously transmit anti-American and anti-government
sermons, calling democracy “un-Islamic” and those
practicing it “infidels.” In their fiery radio speeches,
the Taliban preachers have demanded that the non-
Muslim minorities of Malakand pay jizya (protection
tax) or face jihad. In the same tone, they have issued
warnings to local NGOs, musicians and anybody else
involved in “un-Islamic” activities. Those defying their
orders are butchered, and daily announcements of the
details of their deaths are broadcast on FM channels. **

The cyber version of pirate radio is Internet radio. Anyone with an
Internet connection can listen to broadcasts streamed live via the Inter-
net. Unlike normal web postings or YouTube, these broadcasts are live,
just like a normal radio station. Being a live broadcast, this sets a time
window for the reach of Internet radio to be similar to physical pirate
radio. In a similar manner, these fleeting broadcasts can be sent via the
Internet from different Internet addresses at different broadcast times,
providing a longer term survivability to Internet radio than a simple
web posting.

Pirate radio was used in 2017, transmitting to Mosul as part of
the fight against ISIS in Syria.* The “Alghad” (meaning “tomorrow”)
pirate radio station in Iraq broadcasted online as well as in the physi-
cal airwaves. It was founded by a refugee from Mosul after it was over-
run by ISIS. The station broadcast news and music to the population
of Mosul and the surrounding Nineveh province to counter the isola-
tion and propaganda imposed by ISIS on the city. The staff use nom de
guerres like Al Mawsily, which means “from Mosul.” Individuals trapped
in Mosul often called into the radio station to have their voices heard
even though they risked being discovered and killed by ISIS.*

One of the advantages of Internet radio is that if the operator
keeps changing Internet addresses, it is less susceptible to hacking
by the opposition. Even so, those providing the Internet radio need
to secure their servers and cyber office equipment to make sure that
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their software applications upon which their broadcasts rely are not
compromised.

Supply Chain

Many nations are concerned about the potential of another nation
state to compromise or damage the nation’s supply chain. For example,
in October 2016, the US DoD Joint Staff issued a warning about Lenovo
computers and handheld devices made in China due to cybersecurity
concerns:

Bill Gertz writes a J-2 intelligence directorate report
stated cybersecurity officials have discussed how
Lenovo devices could lead to the integration of com-
promised hardware into the DoD supply chain and
bring cyber espionage risks. The report also tackled
alleged attempts from Lenovo to acquire U.S. infor-
mation technology companies in a push to gain access
to classified DoD and military information networks...
The state research institute Chinese Academy of Sci-
ence has a 27-percent stake in Lenovo Group. The
National Security Agency has previously linked China
to cyber spying reports against the Pentagon as well
as U.S. and foreign defense contractors, the report
noted. ¥

Resistance movements face a similar problem. How do they know
the equipment and software they use are safe and uncompromised? As
described earlier, USBs may be pre-infected before use by the intended
target. Similar concerns apply to any cyber equipment or software.
What are the sources of the personal computers, cell phones, remov-
able drives, chat software, security software, and smartphone applica-
tions? Hardware and pre-installed firmware are also potential targets
for adversary compromise. If these cyber assets are already compro-
mised before they are purchased in shrink-wrapped containers, it will
be very difficult to determine whether or not they have been altered
without extensive forensic testing. Any of these pieces of equipment or
software could be an adversary attack vector against the cyber equip-
ment of the resistance movement or the state security service.
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Just as nations need to investigate and monitor their sources of
cyber equipment and software, so too must resistance movements. Is
their cyber equipment stolen from the state security service? If so, has
it been checked for software that alerts the previous owner to the loca-
tion of the stolen equipment? Is the equipment purchased on the black
market? If purchased and shipped from overseas, how long was it held
in customs? Was the equipment smuggled into the country for the resis-
tance movement?

There are no simple answers to resolve all of the potential threats
possible via the supply chain. This section emphasizes that the resis-
tance movement should be aware their supply chain may include pre-
loaded malware to compromise their cyber assets. That awareness can
then lead to decisions to vary the sources of cyber assets and test the
equipment, such as the Red Team checks when the equipment or soft-
ware is first obtained. Such testing may include operating the cyber
assets in a safe location (possibly overseas) and identifying whether
the assets attempt to establish a C2 connection to an adversary. Once
tested, the cyber assets might be wrapped in tamper-detecting seals to
indicate tampering after such tests.

Supply chain vulnerabilities require an awareness of supply chain
risks. Identifying reliable sources of cyber assets is crucial to a resis-
tance movement in particular. If the resistance movement allies with a
nation state, the equipment could be more thoroughly checked by the
nation state prior to its deployment to the resistance movement.

4.10 Both the resistance movement and the state security service need
to be aware of supply chain risks, vary sources of cyber equipment,
and test cyber equipment and software when first acquired.
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KEY TAKEAWAYS

&E

The previous chapters described how cyber could be used to sup-
port the achievement of resistance movement and state security service
objectives. The various cyber and Internet-connected communications
capabilities provide a wide range of internal and external communica-
tions methods, and combinations of these capabilities are even more
powerful when used together. There are, however, many risks associ-
ated with using cyber capabilities. As described in Key Takeaway 4.2,
the broadest threat to both resistance movements and state security
services is not from disloyal informants but from loyal members with
compromised cyber assets.

Unless the resistance movement follows principles and practices
that lead to cybersecurity, all of these advantages can become serious
disadvantages. What was once a boon to influence reach and anonym-
ity has now become a potential liability if each cyber capability used by
a resistance movement is not adequately secured.

To recap the principles for cybersecurity that US advisors to resis-
tance movements or state security forces should find useful:

4.1 The magnitude of the consequences of cyber compromise
determines the degree of importance that should be as-
signed to cybersecurity of the resistance movement or the
state security services.

4.2 The largest source of information leakage from resistance
movements or state security services is likely via loyal mem-
bers whose cyber assets are compromised, rather than the
relatively small number of disloyal human informants.

4.3 There is an inherent tradeoff between the benefits of the
large internal and external reach and variety of cyber capa-
bilities versus the need to secure every type of cyber capa-
bility used.
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4.4

4.5

4.6

4.7

4.8

4.9

Separation of cyber capabilities should follow the sequen-
tial or parallel cellular organization of the resistance
movement to avoid compromising multiple cells via single
shared cyber assets.

Cybersecurity education and training for its members are
essential to the survival of the resistance movement, as well
as to the security of the state security service.

Testing and enforcement of the security of the cyber capa-
bilities used by a resistance movement or a state security
service are just as important as physical testing and enforce-
ment of member loyalty.

Resistance movements and state security services need to
have contingency plans in place to recover quickly and ef-
fectively from a cybersecurity compromise.

Resistance movements need to interview and screen new
recruits to determine whether they may already be identi-
fied by the state security service via phony pro-resistance
websites.

The resistance movement and the state security service
each needs to scan social media to identify members that
violate OPSEC.

4.10 Both the resistance movement and the state security ser-

All of these principles apply equally to both the resistance move-
ment and the state security service except for principles #4, #6, and #8.

Key Takeaway 4.4 is unique to the resistance movement due to its
need to maintain a cellular structure for physical security. To stay physi-
cally secure, the small cells need to keep their persons and their cyber
assets distributed and “unknown” to each other. For cyber assets, no
cell should share its cyber assets with another cell. When cyber assets
are a scarce resource, it is difficult for a resistance movement to always
follow the small cell structure if they need to share limited cyber assets

vice need to be aware of supply chain risks, vary sources of
cyber equipment, and test cyber equipment and software
when first acquired.

and scare cybersecurity personnel.
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Testing and enforcement (Key Takeaway 4.6) are more easily accom-
plished by the state security service due to its ability to centrally manage
and test cyber assets. The scarce human resources with sufficient cyber
expertise, as well as the cyber assets themselves, can be shared within
a state security service organization. Unlike a resistance cell structure,
the state’s organization does not need to divide itself further below the
organizational level or major blocks within the organization. Any com-
promise of a state security service cyber asset is not likely to resultin the
disintegration the state’s organization.

Unfortunately for the resistance movement, the scarce resources
available to test and enforce cybersecurity should not have knowledge
of the whole cyber asset suite, whichresults in a single point of fail-
ure for the resistance movement. Instead, the resistance movement
should distribute “kits” of software that help each cell test and enforce
its cybersecurity status. These kits should also be checked for malware
before distribution. Because resistance movements need to retain their
cell structure, the true benefit rests in the distributed capability to test
and enforce security for the cyber assets in each cell.

Screening recruits (Key Takeaway 4.8 is one measure for the resis-
tance movement to be aware that state security services already identi-
fied resistance movement recruits who visited pro-resistance websites.
Additional care must be taken regarding well-meaning and loyal
recruits who do not know they were identified as potential recruits by
the state security services.

Chapter 10 presents a fictional example of a resistance movement
(called the Red Berets) and its use of some of the preceding cyber prin-
ciples in its operations.
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INTRODUCTION

e

Information can be accessed or communicated in many ways. Peo-
ple can communicate face to face and with friends, family, colleagues,
or community members. They can obtain information through books,
newspapers, and periodicals, or other mass media such as radio and
television. Increasingly, especially in the developed world, the online
information environment is a source of news, information, and opin-
ions on issues large and small. Figure 5-1 shows the percentage of peo-
ple from each country in the world with Internet access. While Africa,
Latin America, and parts of Asia lag behind the global average, these
regions are experiencing considerable growth in Internet penetration.

u10-19%
10-9%

Figure 5-1. Internet users in 2015 as a percentage of a country’s population.

Any given social media message has the potential to reach a very
large audience. Popular users may have tens of millions of followers who
see posts they share. Even obscure users can have a post go “viral” and
reach an enormous audience, if enough followers repost or share the
message, and their followers do the same, and so on. Thus, social media
can rival, with the potential to supplant, other traditional sources of
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news and information such as print newspapers, television, and radio.
As it is essentially free to publish on social media, it provides an oppor-
tunity for voices or stories, such as those of a resistance or other non-
mainstream group, to propagate quickly and easily. It also bypasses
the filters of traditional editorial processes. Modern adversaries of
the United States transitioned from the woodline and moved online,
where they find asymmetric advantage. This advantage is largely due
to the fact that influence is counter-intuitive. The cyber environment
lowered costs and increased accessibility to audiences, and influence
is more effective than kinetic targeting for achieving strategic goals.
Carl von Clausewitz said that war is [influence] by other means. The
low cost and easy access to the Internet makes this asymmetric advan-
tage available to resistance movements. Leaders, especially senior lead-
ers, must therefore study and learn the changes to modern warfare
in this new environment to set strategy and effectively make risk and
resource decisions.

It is important to remember that the online population is not repre-
sentative of the general population. They is a strategic population, how-
ever, especially for resistance movements. Online personas are more
likely to hold activist and anti-establishment views, making them a ripe
audience for social movements.

5.1 Online populations are not representative of the
general population.

Social network analysis (SNA) provides an important tool for under-
standing modern threats. SNA provides an analytic method for identi-
fying influential online communities, understanding their goals and
motives, and identifying influential opinion leaders, either for online
or offline unconventional warfare development.

When assessing social media data and tools, it is important to rec-
ognize that high follower counts, number of tweets, and volume of
activity is not equal to influence. Influence must be understood within
the context of an appropriate and valid online social network. Most
vendor-provided tools do not provide this data because the calculations
are time intensive and costly to implement, even for a computer. Com-
manders must understand and demand appropriate metrics to under-
stand the environment.
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The network structure of the online environment affects behaviors,
attitudes, beliefs, and norms. When adversaries or resistance movements
deliberately shape the network, such as the example from Da’esh, it
creates cognitive obstacles to influence. These obstacles take the form
of conformity, majority illusion, and echo chambers, among others.
Combatting propaganda in this environment with facts and counter-
arguments is akin to conducting a frontal assault against an enemy with
clear fields of fire and well-developed obstacles. At the very least, opera-
tors need to breach the obstacles. Commanders must learn to lever-
age measures of influence to develop effective maneuver strategies in
the information environment. The US Army Special Operations Com-
mand (USASOC) G9 describes this concept as “expanded maneuver.”

WHAT ARE NARRATIVES?

e d

Definition and Description

At their simplest, narratives are kinds of stories that individuals,
groups, cultures, and nations tell themselves, and others, about them-
selves and the world. These stories shape our understandings of who
we are and of the cultures and societies of which we identify. Narratives
provide a framework for how we think about and act in the world. The
human mind itself is designed to learn from and remember stories.'
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The term narrative has also been used to characterize:

the reservoir of cultural material that forms over gen-
erations in every society. At an individual level, nar-
ratives are the stories that, strung together, form the
autobiographies of our lives. At a group level, such as
in a culture or society, histories, myths, literature, and
other stories help explain and solidify group identity.
They help bring to life the norms, values, and beliefs
that separate the group from others. The ability of
narratives to help form group identity and cohesion is
an important part of mobilizing a target audience to
participate in social or political activities, such as in a
resistance movement.”

In the cyber resistance context, we can consider narratives more
specifically, in terms of the elements and aspects of existing cultural
narrative material that a group draws upon to advance their strategic
purpose. These are not mundane, everyday stories. These narratives
are intended to be compelling and persuasive. They are stories with
components of conflict and suspense, emotional intensity, narrative
arcs and archetypal characters.’

Narratives must “hang together” to function.* They must be coher-
ent and present compelling reasons, arguments, or explanations that
resonate with their audiences. They must fit into broader patterns sup-
plied by history, biography, and culture. To be effective, narratives
should be compatible with the existing worldview of the interpreter.’

Narrative can be used to help frame how people view an event or
issue. A frame is a lens that shapes identification, label, and interpre-
tation.® Any sociopolitical issue can be understood in many different
ways. However, a group or society is likely to focus on a small subset of
dimensions to manage complexity. These frames help influence opin-
ions in the issue. How an individual responds to a frame often depends
on the individual’s prior attitudes and beliefs,” though a new frame can
break through prior positions.

In work on framing the death penalty issue in the United States,®
exposure to either a pro-death-penalty story framed along the moral
dimension, or an anti-death-penalty story framed along the moral
dimension, significantly swayed people from their previously held
beliefs. When a story was framed, however, along the innocence
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dimension, in which an innocent person was wrongfully sentenced to
death (a fundamentally anti-death-penalty frame), it was more posi-
tively received, even by those who were in favor of the death penalty.

Noted sociologist David Snow describes three types of framing that
aid social movements in making progress toward their goals in con-
structing compelling narratives and generating collective action.’ Diag-
nostic framing identifies the “problem” ailing society, who is victimized
by this problem, and who or what is responsible for causing the prob-
lem. Thus, it defines what or whom the social movement must stand
against. For example, diagnostic framing might assert that the suffer-
ing of the peasant class is the fault of the ruling elite. Prognosticframing,
the second type, proposes solutions and tactics for resolving a problem.
These are actions the social movement must perform or changes that
authorities must carry out to alleviate the problem. Finally, motivating
framing rallies and inspires members of the movement to take action.
Frames thus can help link grievances and resentments about perceived
problems to specific goals, actions that can be taken, and justifications
for those actions."

The rhetoric of Boko Haram, a terrorist group, in Nigeria provides
examples of each of these types of framing. Boko Haram, which means
“Western education is forbidden” in Hausa, is an Islamic fundamental-
ist insurgency in northern Nigeria. It is perhaps most widely known for
kidnapping nearly three hundred school girls in Chibok, Nigeria. Boko
Haram had been conducting violent and terrorist attacks against the
government and the population since 2002. Boko Haram defined the
“problem” of Nigeria as a corrupt, secular leadership against the Mus-
lim population." The Western education system, according to Boko
Harma, was the source of this secularism and violated the Quran. This
diagnostic framing, that Nigeria was contaminated by secularism and
corrupt leaders, helped set the stage for its prognostic framing. Boko
Haram’s self-defined purpose was to cleanse Nigeria of its current cor-
rupt, un-Islamic government and create a caliphate. Its motivational
frame exhorted Muslims to take action, calling for the destruction of
the Nigerian state as a religious obligation, consistent with sharia. This
framing helped Boko Haram attract adherents while discrediting the
government and those who worked with and supported it.
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Narratives and Collective Action, Activism, and Resistance

Narratives can do much more than instill traditional norms, values,
and beliefs in people. They can persuade people of new goals, bring
about changes in their sense of identity, and spur them to organized,
collective action.

In our context, collective action describes action taken by groups
of regular people to confront opponents, elites, or authorities.? Pro-
tests represent a type of collective action. Depending on whom you con-
front and where, such actions can be risky, with the potential for injury,
arrest, or even death. It is often easier and safer to stay on the sidelines
as a free rider because collective action often produces public goods,
such as political reforms, available to anyone regardless of whether or
not they personally participate in the risk. As a result, motivating par-
ticipation in collective action can pose a significant challenge.

Narratives may hold part of the key to participation in collective
action. These compelling stories can help shape the basis of one’s per-
sonal identity, thus encouraging action and limiting the appeal of free
riding. A shared narrative helps build bonds and deepen trust with oth-
ers, supporting cooperation."

5.2 A shared narrative helps build bonds and deepen trust with others,
supporting cooperation."*

Social and other digital media provide protest organizations with
an opportunity to tailor messages to reach and mobilize a broader
audience. However, such personalization presents risks, including the
potential trade-off between flexibility and effectiveness. If an organi-
zation attempts to mobilize participants who desire greater personal-
ization in affiliation, definition, and expression, this could decrease
their effectiveness at collective action because they would no longer be
united through common collective action frames" or narratives.

In their study of protests of a G20 meeting, academics W. Lance
Bennett and Alexandra Segerberg found that a social movement that
used a diversity of social media technologies and variety of frames was
more effective at mobilization than a movement pushing a single col-
lective action frame.'

The Put People First coalition used technology to allow individu-
als to send personalized protest messages to the G20 and was able to
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mobilize roughly thirty-five thousand people for its march. It avoided
a single, specific narrative framing of the problem symbolized in the
G20, instead broadly describing economic crisis and urging reforms of
banking, finance, or trade systems.

The Meltdown coalition, whose online presence unilaterally pre-
sented its information and framing to users without opportunities for
personalization, mobilized roughly five thousand people for its protest
afew days later. The group’s framing asserted that bankers were causing
economic catastrophe and that the solution was to overthrow capitalism.

NARRATIVE EXPRESSION IN SOCIAL MEDIA

e

Memes and “Fake News”

The rise of the Internet changed the dynamics of popular resis-
tance. This includes protests, movements, and other forms of activ-
ism designed to change the status quo."” The ability of movements to
instantly diffuse tactics, strategies, and information magnifies through
social media.

Hashtags are words, acronyms, or phrases that label a social media
post, such as #bringbackourgirls. This hashtag was originally used in
Nigeria after Boko Haram kidnapped hundreds of Nigerian girls from
their schools. #Bringbackourgirls first gained traction among communi-
ties in Nigeria, before breaking out and becoming popular worldwide."®
It attracted attention to the plight of the kidnapped girls, a story that
news media did not paid much attention, and spurred international
pressure to secure their release. Figure 5-2 shows an example social
media post incorporating this hashtag.
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Figure 5-2. First Lady Michelle Obama holding a sign with the hashtag “#bring-
backourgirls” in support of the 2014 Chibok kidnapping.

A hashtag can be used to associate a post, and the user who sent it,
with a social movement or activist cause (#occupywallstreet), reference an
event (#sandyhook), or link the tweet with some existing meme or run-
ning joke (#whatnottosay).

The Occupy Wall Street movement, which began in the fall of 2011,
initially gained little traction or coverage from mainstream media
in the United States.” It was originally framed by the media dismis-
sively, as a frivolous, disorganized group with no clear goals. However,
through social media postings on Twitter and YouTube, #occupywallstreet
messaging quickly reached millions within the first month of the move-
ment and pushed forward its own framing as a movement concerned
with issues of economic inequality, Wall Street abuses, and the corrupt-
ing influence of corporate money on politics. This framing was picked
up by portions of the blogosphere and eventually by the mainstream
media as well.

Memes are short, distinctive phrases,? or catchy images, gifs (short,
animated clips), or other media. Memes express ideas, concepts, opin-
ions in a way that spreads rapidly, like a contagion, through a group or
population. Memes commonly use emotion or humor to express their
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message, rather than relying on logical argument. Thus, memes can be
ideal for conveying and reinforcing narratives through social media or
any computer-mediated communication.

If a meme resonates with existing narratives, members of a group
are more likely to propagate it within their social network.”’ While
external, societal factors, such as news media and government insti-
tutions, may ignore or try to counter a meme, social media provides
a ready outlet for its continued spread in populations with access to
it. Social media posts can also go viral, spreading rapidly throughout
the social media platform on which they originate and even “jumping”
onto other platforms where they are widely discussed.

When the amount of content to be conveyed exceeds the space
available for a social media post, users may include links to external
resources, such as online articles, in their posts. These linked items can
contain content that ranges from basic factual background material, to
persuasive stories and narratives, to total fabrications and falsehoods,
often in the guise of “news.”

The phenomenon of online “fake news” began receiving substan-
tial attention prior to the 2016 US presidential election. These false
articles are designed to look like credible journalistic reports from gen-
uine news outlets, although they are not based in facts or real events
or written by actual journalists. They are easily spread online to vast
audiences willing to believe the fiction and spread the word via social
media. Some fake news stories have been shared on Facebook millions
of times.”? Fake news websites are often motivated by advertising rev-
enue, though others have political or ideological goals, or may reflect a
nation state conducting influence operations.”

5.3 Fake news stories that are framed consistently with a target
audience’s identity, cultural values, or accepted narratives are
more likely to be believed than real news that does not conform to
those expectations.

The use of social media and the Internet more broadly have been
associated with the potential for increasing political fragmentation
and social polarization, as people are selectively exposed to much
more information that echoes their pre-existing views and opinions.*
Many major social media platforms serve as conduits for fake news.
The algorithms these platforms use to promote content, as well as their
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advertising models, enable fake news stories to spread faster and wider
than accurate stories on the same topics, or fact checking or debunking
of their fake news content.”> An astute resistance movement or adver-
sary could exploit this to his/her advantage by developing or seeding
fake news stories designed to increase support of the cause or to frag-
ment and weaken their opposition.

FACTORS INVOLVED IN ENABLING OR
INHIBITING SOCIAL MEDIA TRANSMISSION,
SPREAD, OR ADOPTION OF NARRATIVES

e d

Transmission

To be effective, a narrative must reach, and resonate with, as many
people as possible. While a social media post or meme may spread
organically, through an existing online social network, there are a
number of additional ways it can transmit and amplify.

Social networks at their most basic are composed of people and the
ties that link them together. These can be ties of friendship, kinship, or
affection.” They can be working or even negative relationships (dislike
or fear). In a digital environment, social media, particularly social net-
working sites, help people maintain and cultivate their existing physi-
cal world social ties to keep up with friends and family, while forming
new connections with others.”’

Through social media platforms, a person can easily share con-
tent, spreading it rapidly across his/her social network, and engage
in discussions about it, to further reinforce and amplify the message
through network members who can transmit it to their own networks
in turn. Social movements, or others wishing to further their agenda,
may strategically cultivate their social networks, attempting to build
connections with others who could be influential in amplifying their
messaging. These could be thought leaders on a relevant issue, public
figures, bloggers or journalists, or appropriate celebrities.
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In some cases, new technology has been developed to amplify the
transmission of a message. For example, the Islamic State of Iraq and
Syria (ISIS, also known as Da’esh or ISIL) created an Android applica-
tion (app) called The Dawn of Glad Tidings to enable the group to
spread information via social media.*® This app allowed Twitter users
to make their accounts available to ISIS, so ISIS could send tweets that
looked like they originated with that user. The app was later removed
from the Android store.

Bots (short for “software robots”) can also be used to amplify social
media messaging as well. Bots can be described as:

Social media identities that use automated scripts to
rapidly or strategically disseminate content [that] are
rapidly becoming an important element of online poli-
tics, and seem to blur the lines between political mar-
keting, algorithmic manipulation, and propaganda.*’

Bots are becoming more sophisticated in their behavior, mimick-
ing human patterns of online activity and becoming harder to detect.*
While bots can disseminate or amplify innocuous or legitimate content,
they can also be programmed with more malicious intent. Bots can be
designed to deceive, exploit, or manipulate social media discourse with
malware, misinformation, rumors, or false accusations. For example,
bots have been observed to artificially inflate apparent support for a
political candidate, giving a false impression about his popularity with
the general public.” Bots have been used in efforts to manipulate pub-
lic opinion on various policy issues and the stock market.”” Bots can
fool humans into thinking they are genuine. When acting en masse,
bots also have the capacity to shape narratives and framing, the flavor
and emphasis of news reporting, and public discourse itself.

“Sock puppet” accounts, similar to bots, are also intended to deceive
others into believing that they are the accounts of actual users, but
sock puppets are not as fully automated as bots. Instead, users control
accounts that reinforce posts and narratives of another account, cre-
ating an appearance of broader, grassroots, independent support for
that account or the issues and positions on which it posts. Sock puppet
accounts will retweet or positively comment on the social media posts
of a puppet master account, inflating its influence. Some sock puppet
accounts have been reportedly used to help infiltrate groups such as
ISIS, exposing members who are then arrested by the authorities.”
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“Trolls” are users who deliberately post offensive or provocative con-
tent with a goal of upsetting others or derailing the social media con-
versation. Trolling is another way that motivated content can be spread
or disrupted. Trolls can work independently, choosing the individuals
or organizations they wish to victimize or torment. This deceptive, dis-
ruptive, or harmful behavior when committed by individuals can be
motivated by a desire to damage a particular community or group, or it
can be driven by joy taken in hurting or humiliating others.** Trolling
is typically done from accounts that trolls create expressly for this pur-
pose, and they may maintain several false profiles. These profiles may
falsely present the gender, race, ethnicity, or nationality of the actual
troll to increase their disruptive effectiveness. Trolls can organize
themselves into groups, to “swarm” a target with their abusive or decep-
tive content.” Trolls can also be organized into “troll armies,” groups of
individuals commonly employed by a nation state actor to deliberately
interfere with conversations or groups critical of the regime and under-
mine the regime’s opponents. Further discussion of troll armies can be
found in later sections of this chapter.

Adoption

There are a number of factors that can have an impact on adop-
tion of narratives presented through social media. Certain figures have
more credibility or influence in a community, and thus their statements
and framing of events hold more weight and thus are more likely to be
accepted. Such figures include those more prominent or central in a
social network with many connections to others. People in powerful
positions in a social network are particularly able to reinforce existing
norms and behaviors, framing, and narratives. Perceptions among the
majority of a network or social group create conformity pressures for
individual members of the group.*® Outside members are more likely
to adopt beliefs consistent with their perception of what the rest of the
network thinks.
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WHO IS ON SOCIAL MEDIA?

e

Generalization

It is important to understand the segments of a population that use
social media. Many people assume that because they use social media
and their friends use social media, that essentially everyone uses social
media. They then make the logical leap that social media data can be
used to understand the broader information environment and provide
accurate insights regarding the attitudes, sentiment, and beliefs of peo-
ple in a given area. This approach is fundamentally flawed.

Personas on social media are not generalizable to the offline popu-
lation, nor are they representative of the general population in a given
area. A person’s presence on social media and the manner in which
they interact in social media will vary with age, gender, socio-economic
status, personality, and whether they live in a developed or developing
country, among other factors. In many cases, the population of social
media users may hold strategic value. In those cases, collecting data
online, conducting online activities, and assessing the impact of those
activities may present a highly effective approach.

Developed countries have higher rates of Internet users than
developing countries.”” In the United States, for example, 89 percent
of adults reported using the Internet in contrast to a median of 45
percent across twenty-one emerging and developing countries.*® Social
media use in the United States varies based on platform. Platform use
across the developing world varies widely from country to country. Any
assumptions about platform use, without recent empirical data, are
possibly incorrect. It is generally the case, however, that Internet users
in developing countries use the Internet for social networking at higher
rates than in the developed world.”

Many people access the Internet through smartphones. Around
72 percent of Americans use a smart phone, compared to only
28 percent in Nigeria or Ukraine.* It should be noted that even in coun-
tries with low smart phone adoption rates, the size of that population
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may represent a large Internet market and high volume of data. For
example, only 17 percent of the Indian population report smart phone
use, but in a country with over one billion people, this equates to still
hundreds of millions of people.

Social media can provide an important avenue to collect relevant
population data, to include attitudes and beliefs. It is important to keep
in mind, however, that social media does not represent the general pop-
ulation. Different platforms represent different segments of a popula-
tion based on a wide range of variables. Careful planning is required
to understand which platforms are relevant for specific population seg-
ments. Effective social media campaigns conducted on one platform,
intended for a specific audience, may not be effective on a different
platform, region, or audience.

Personality

Personality is an important variable that affects an individual’s
social media use and warrants special attention. While all people are
likely to use social media, regardless of personality, their personality
will affect the extent to which they use social media, the platforms they
prefer, and manner in which they interact with others online. From
the perspective of resistance, some of these personality traits may be
aligned with traits that drive people to be more engaged in activism or
have a greater need to affiliate with online groups. More on this topic
can be found in chapter 7.

CHARACTERISTICS OF REAL SOCIAL NETWORKS

e d

Network Topology

There are several structural tendencies that are often found in net-
works.* Some of these network structures imply potential properties
that drive social relationships. Cellular networks are sometimes thought
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to be clandestine. A core-periphery network implies it may be a volun-
teer network. Scale-free networks are either evolved with a preferential
attachment model or optimized for efficiency. Small-world networks
attempt to explain the average, short distance among actors. A lattice
network usually implies some kind of physical constraint on link forma-
tion within a network. This section will briefly overview these pertinent
social networks.

An Erdos-Renyi Random Network (ER-random network) is defined
as a network where all nodes have the same probability of connection.*
In an ER-random network, the density of the network is equivalent to
the probability of two connected nodes.

Another classic network structure is the lattice network. A lattice
network is one in which all nodes have the same degree, or same num-
ber, of connections. Lattice networks often have a high diameter (lon-
gest, shortest path in the network), meaning it may take a large number
of steps for knowledge or resources to transfer from one end of the
network to the other.

The small-world network is a hybrid between the lattice and the
ER-random networks.* A small-world network is defined by its method
of construction. The links in a lattice network are randomly rewired. If
the number of rewiring connections in the lattice is sufficiently large,
relative to the number of links in the network, then the network will
become ER-random.

The scale-free network is a network that consists of a few hub, or
central, nodes with many connections, while most nodes have relatively
few connections. A scale-free network can be constructed through a
process called preferential attachment.** In a preferential attachment
process, new nodes joining a network form links with highly connected
nodes with more likelihood than with the minimally connected nodes.
In this sense, the rich get richer, in terms of network connections. It
should be noted that just because a preferential attachment process
creates a scale-free network, a scale-free network does not imply a pref-
erential attachment evolution process for the network. Networks opti-
mized for social exchange will also exhibit a scale-free structure.

The core-periphery network consists of a core of a few densely con-
nected actors. Most nodes have more connections to the core and fewer
connections between other nodes in the periphery. This structure is
common among religious and volunteer organizations. There often
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exists a core nucleus of leadership and those more dedicated to the
organizations and a periphery of those that affiliate or attend organiza-
tion events.

The cellular network is a network with multiple, highly connected
clusters, the cells, and several links between cluster “leaders.” This
hypothetical structure is meant to describe clandestine networks. It
would be a mistake to believe that all clandestine networks behave in
this manner, however. During the US military intervention in Afghani-
stan, for example, the United States was very effective in targeting
Taliban cell leaders and removing them from the network. The cell
remained operationally ineffective for a long time until new leadership
could reconnect to the larger network. The Taliban adapted its tactics,
making it more ER-random than cellular.

Some of these network structures imply potential properties, driv-
ing social relationships. Cellular networks are can be clandestine with a
core-periphery network structure that implies it may be a volunteer net-
work. Scale-free networks are either evolved with a preferential attach-
ment model or optimized for efficiency. Small-world networks attempt
to explain the average, surprisingly short, distance among actors. A
lattice network usually implies a physical constraint on link formation
within a network.

The ER-random network implies that actors form relationships at
random. However, relationships are often not formed at random. Why
then do many networks observe an ER-random-like structure? The
answers lie within two additional concepts: the Dunbar number and
network horizon.

Dunbar Number

Robin Dunbar is an anthropologist that discovered an interesting
correlation between the surface area of a primate’s cerebral cortex and
the maximum size of its social group.” For humans, this equates to an
estimate of one hundred and fifty people (known as the Dunbar num-
ber). This means that when a social group exceeds this number, it is no
longer possible to know everyone in the network.

There are several people who argue on the exact value of the Dun-
bar number. Some think it is slightly larger or smaller than one hundred
and fifty, or that it varies from person to person. It is widely accepted,
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however, that there exists an upper limit of the number of meaningful
connections a person can maintain.

5.4  When organizations exceed roughly one hundred and fifty nodes,
there is a meaningful change in the behavior and dynamics of
the network.

Itis at roughly one hundred and fifty nodes or more at which knowl-
edge and resource exchange within a network becomes a challenge.
Some describe this value as the threshold between small and medium-
size networks. This becomes important when looking at online net-
works. Many online networks exceed one hundred and fifty nodes.
Closer inspection, however, may reveal many small sub-networks under
this threshold. Obviously, the definition of a link is important in deter-
mining whether this limitation applies. It will, however, apply for real
social networks.

NETWORK EFFECTS ON SOCIAL PSYCHOLOGY

e

Social psychology allows us to understand how social groups impact
an individual’s psychology and his or her conformity to social norms.
It is critical for understanding influence and persuasion. The Internet
affects the dynamics of social psychology differently from face-to-face
interaction. Online influence, interaction, mobilization, and group
dynamics are typically counter-intuitive. This section will describe some
of the emerging science for understanding the impact of the Internet
to change online group dynamics.

Majority Illusion

The majority illusion describes an important concept that contrib-
utes to counter-intuitive online behavior.* People are unable to observe
all actors in a network or understand their knowledge, attitudes, beliefs,
or intention. Their only view of the network is of those with whom they
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are directly connected and to a lesser extent one degree separated
from them.

Perhaps this affects attitudes toward Da’esh. Multiple popula-
tion polls find that salifist, takfiri, or extremist ideology is very rare
(approximately 1 percent) among Middle Eastern populations.*’” Da’esh
has high exposure, however, in online and traditional media, which
increases the majority illusion effect. When asking the same people
who report no affinity toward Da’esh if others support the organiza-
tion, they say yes, even though they cannot name anyone.* Surveyed
individuals cannot know the attitudes of the entire population, but that
does not stop them from developing the perception that more people
support Da-‘esh than actually do. It is therefore possible that people
will misperceive social norms based on their view of the network.

The majority illusion can occur based on two key network proper-
ties: exposure and assortativity. Exposure describes the network degree
centrality of those holding the minority view. When minority node
exposure is high, people are more likely to observe the minority view.
The assortativity describes the extent to which high degree nodes are
connected to high or low degree nodes. When high degree nodes are
connected to other high degree nodes, assortativity is low. When high
degree nodes are connected to low degree nodes, assortativity is high.
High assortativity also creates a majority illusion effect. In the Da’esh
example, the exposure of the minority who hold Da’esh beliefs is exag-
gerated by the media and their online messaging, allowing them to
reach otherwise low degree nodes who are normal people. This may
create a majority illusion effect. Network effects on the Internet can
create conditions of assortativity and exposure that may magnify the
majority illusion.

5.5 The majority illusion is important because when people misperceive
social norms, their behavior changes. Social conformity does not
drive people to change attitudes, beliefs, and intention toward the
true social norm. Rather; it drives people to change toward the
percetved social norm.
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Pluralistic Ignorance

The importance of the majority illusion is further illustrated in a
related concept called “pluralistic ignorance.™ Pluralistic ignorance
describes an individual’s misperception of a social norm that drives
behavior. For example, if a typical American college student is asked
how many alcoholic beverages he/she consumes at a party, the response
might be three to four on average. If you ask students how many alco-
holic beverages their friends consume, they might, in theory, report
six to eight. It is the misperception of the true social norms that lead
American students to drink more, use drugs, and engage in more pro-
miscuous sex than is common in the general population. Once the
student leaves college and joins the general population, his or her per-
ceptions of social norms change once again, and they resume more
moderate behavior. While the phenomenon of pluralistic ignorance
is well documented, the underlying mechanisms are not. The major-
ity illusions provide a relatively new framework for studying influence
within this context.

Social Conformity

One of the most robust findings in social psychology was pioneered
by Solomon Asch in 1956.% Using simple experiments, Asch studied the
conditions under which people conformed to group pressure. In Asch’s
experiments, a test subject was asked to orally report on the length of
a line in a group of several others’ lines. The other respondents were
research actors of the experiment, however, and would unanimously
report an obviously wrong answer. The focus of the experiment was
to measure whether the unsuspecting participant would conform to
group pressure and report the wrong answer.

Asch found that people conformed on approximately 37 percent of
trials. One-third of conforming respondents said they did so because
they felt that their personal perceptions must be wrong and that the
group must be right. This is known as informational conformity. The
other two-thirds did not feel comfortable disagreeing with the group.
This is known as normative conformity.”'

In one version of the experiment, one of the research actors
reported the right answer. Asch found that conformity dropped from
37 percent to approximately 5 percent. Apparently, the reinforcement
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of one dissenting view can disrupt the normative effect. While respon-
dents reported warmth and good feeling toward the group member
that agreed with them, they denied that it impacted their own decision
to conform. This point is important because it shows that people refuse
to believe they are personally affected by conformity.

Asch conformity can be observed in online communities. Echo
chambers often develop increasingly polarized views. An echo chamber
is a network cluster with high internal communication or connections
and low external communication and connections. When members are
exposed to high volumes of biased content, they develop informational
and normative conformity and are likely to believe misinformation that
is accepted and advocated by the group. It is important to note, how-
ever, that misinformation correction campaigns, where allied forces
use true facts and logic to “correct the record” or “contest the space,”
are ineffective tactics and backfire in what is known as the “boomerang
effect.”” This concept will be discussed in a later section.

Asch’s experiments allow us to understand conditions of social
conformity. They have been repeated with many different varia-
tions. One variation, in particular, investigates social network effects
on conformity.

Network Conformity

People interact online primarily through social networks. Social
network scholar Ian McCulloh conducted a variant of Asch’s conformity
experiment among platoons (twenty to thirty people) in the US Army.>
In McCulloh’s variant, he collected social network data of friendship
and respect among members of the platoon. After a period of thirty to
forty-five days, he conducted a conformity experiment, similar in struc-
ture to Asch’s study. Respondents were evenly divided between central
and peripheral actors. The remaining people were the research actors
of the experiment.

McCulloh modified the experiment by using military knowledge
questions. All enlisted soldiers in the Army are required to memorize
basic military knowledge for promotion boards held by senior non-
commissioned officers (NCO). There was a slight modification to the
logo on the Microsoft PowerPoint slides for each question to queue the
research actors to report a wrong answer.
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The findings from McCulloh’s experiment were significant. In
his results, people that were central in the network did not conform.
People on the periphery of the network conformed over 80 percent of
the time. In a subsequent study, McCulloh and colleagues conducted
psychometric evaluation of an entire infantry brigade combat team
prior to its deployment to Afghanistan, two to three months into their
deployment, and again upon redeployment.*

This study measured mental health, such as depression, post-trau-
matic stress disorder (PTSD), social support, prior combat experience,
and social network information. The study team found that the most
significant factor predicting PTSD, depression, and unfortunately sui-
cide was social isolation in the friendship network. In fact, when con-
trolling for social isolation, direct combat had no effect on PTSD unless
it involved the social loss of a friend.”

People need social acceptance. Without acceptance, most people
develop significant mental health issues. When they occupy positions
on the periphery of a social network, they are much more likely to con-
form to group norms to gain acceptance. Without this acceptance, they
are likely to develop mental health problems and are thus biologically
driven to conform. While Western culture views conformity with a nega-
tive connotation, Eastern cultures, making up two-thirds of the world’s
population, view the concept positively and would translate the term
as harmony instead of conformity. Socially isolated people are much
more susceptible to online social mobilization and are more likely to
join social movements. This is referred to as network conformity. For this
reason, analysis of online social movements, resistance, and activism
must consider the social networks in which they occur.

5.6 Socially isolated people are much more susceptible to online social
mobilization and are more likely to join social movements.
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INFLUENCE UNDER CONDITIONS OF RESISTANCE

e

Many people believe the Internet facilitates influence and pro-
paganda that contributes to resistance, social mobilization, and even
radicalization. It is important to understand some basic principles of
influence to better understand how the Internet and social media inter-
act with an influence process. A thorough explanation of models of
behavior change are well beyond the scope of this chapter. The neuro-
cognitive model of influence is presented because it integrates aspects
of the three classic models of behavior change, which are social judg-
ment theory, cognitive dissonance, and the theory of reasoned action.

Neurocognitive Model of Influence

The neurocognitive model of influence is useful for understanding
influence under conditions of cognitive resistance. A message is not
always intended for a receptive audience. In many cases, messages are
intended to change someone’s behavior or beliefs. If the message recip-
ient holds differing opinions and does not behave as desired, they are
likely to resist the message. This is cognitive resistance. It can be chal-
lenging to assess the effectiveness of messages in these circumstances.

Rhetorical persuasion consists of logical appeals. When the logi-
cal appeal falls within an individual’s latitude of acceptance,’® it can
be effective at increasing self-integration and subsequent behavior
change. When the logical appeal introduces facts inconsistent with a
person’s existing views and the appeal falls outside of the person’s lati-
tude of acceptance, it invokes counter-arguing. Counter-arguing not
only prevents self-integration, but people can become more practiced
at rationalizing their existing views and become more polarized in the
opposite direction from the message intent.
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Impact of Online Influence

Social media is full of messages, debates, logical arguments, and
narrative appeals. Many people make the mistaken assumption that
because a message is communicated that it will be believed. The neuro-
cognitive influence model shows that this is simply not true. Many mes-
sages can actually illicit a boomerang effect and achieve the opposite
results from those intended.

Logical debates are rarely effective on social media. They simply
invoke counter-arguing. An excellent example is found in Greenpeace’s
social media campaign against Nestlé.”” Greenpeace wanted Nestlé to
stop buying palm oil from Sinjar Mas, a company accused of destroying
rain forests. Greenpeace took its case to court in 2008, where the facts
were evaluated, and Sinjar Mas and Nestlé were found to be ethical
companies taking proper environmental precautions.

In 2010, Greenpeace produced a parody of a Kit Kat commercial
and posted it to YouTube. It received only a few hundred views. Nestlé
cited a copyright violation and had the parody video removed from
YouTube. Greenpeace immediately posted the video on Vimeo and its
own webpage, and within a week, the video had been viewed four hun-
dred million times. People “liked” Nestlé’s Facebook page to post hate
messages. At the height of this social media firestorm, Nestlé received a
negative message every ninety seconds on average for three weeks. The
more Nestlé explained facts in the case, the more people became out-
raged. Eventually, the mainstream media started to report on the social
media campaign, resulting in a drop in stock prices. At that point,
Nestlé stopped buying palm oil from Sinjar Mas. Perhaps the most
interesting part of the story is that, during this time, sales were up five
percent from the previous year, so Nestlé actually sold more chocolate.

There are several lessons that we can learn from the Nestlé-
Greenpeace social media battle. First, censorship is an excellent way
to increase attention and views on social media. If Nestlé had not
attempted to sensor the parody video, the media campaign would have
received less attention.

The second lesson is that facts and logic are ineffective methods
of persuasion. Even though Nestlé had proven its case in an objec-
tive court of law, people remain unconvinced. Instead, Nestlé’s logi-
cal appeals promoted counter-arguing and increased negative opinion
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and sentiment. A more effective strategy would be to provide alterna-
tive content that is more interesting and compelling.

The third lesson is that it is possible to achieve a strategic objective
entirely online. Greenpeace was ineffective in its attempts at a logical
appeal. Greenpeace learned that it is much easier to advance causes
on social media where people tend to exhibit personality traits that
make them more likely to believe conspiracy theories and join in activ-
ist movements. To succeed, Greenpeace did not need to prove a point.
The organization simply needed to play to people’s emotions, create a
large online movement, and show the data to fearful decision makers.

The fourth lesson we can learn from this case is that social media
analysis focused on counting the volume of posts or identifying trend-
ing hashtags is insufficient to inform decisions. Most social media anal-
ysis solutions cannot relate social media metrics to other metrics that
matter, such as sales or sentiment within a consumer base.

This behavior of choosing forums and friends can lead to echo-
chambers, where clusters of actors tend to be like-minded and agree
with each other. It is quite possible, however, that the Internet and
echo-chambers do not create polarized groups. Polarized people join
common groups to voice their concerns. In this manner, polarization
creates the echo chamber, and social media simply makes this behavior
more observable.

Lieutenant Colonel Matt Benigni explored this phenomenon in the
context of Da’esh information warfare.” Da’esh established an online
charity that was a financial front company supposedly supporting the
children of Syria. It used “benefactor bots” to allegedly donate funds
to the site. It used “support bots” to mention the benefactor bots in
posts with an online target audience. This behavior led Twitter to make
friend recommendations to the online target audience, which in turn
led to real people friending benefactor bots. These bots delivered mal-
ware that hijacked the target audience bots, allowing Da’esh to commu-
nicate to a target online community from trusted sources. The support
bots flooded the media feed during times the real people used their
accounts, based on pattern of life analysis, to mask their activities. By
drawing real people into an artificially constructed echo chamber,
Da’esh effectively radicalized audiences.

Influence and persuasion is a somewhat counter-intuitive phenome-
non. People prefer to believe that they make their decisions independent
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of others, despite the overwhelming evidence to the contrary. The
Internet compounds this problem; online influence and persuasion is
even more counter-intuitive. It is critical that special operators learn
the science of influence and persuasion to conduct missions ranging
from PSYOP to unconventional warfare.

SOCIAL MEDIA FIRESTORMS

d

Definition

A firestorm is defined as a large, negative, word—of-mouth discus-
sion conducted over social media.”” Examples include the Greenpeace-
Nestlé campaign, public response to Chipotle’s 2015 E. coli outbreak,
or the 2017 online outcry to cancel the Stephen Colbert show in Amer-
ica. Firestorms are interesting because they provide a clear example of
large numbers of people joining together to protest a specific issue.

Observed Behaviors

Firestorm behavior is counter-intuitive as well. Hemank Lamba’s
2015 study collected data for eighty major Twitter firestorms. They
found that a small number of users were responsible for the majority
of tweets. The firestorm was driven more by discussion and responses
than by actual events. They tended to be self-reinforcing. Most inter-
estingly, they occurred over a very short duration. The typical fire-
storm only lasted a couple days. Those firestorms that persist past a
couple days tend to involve an opponent, usually a large corporation or
government agency, using logical appeals in an attempt to refute the
statements of the online movement. Firestorms that are able to persist
beyond a few days can be more effective in achieving their goals. They
can only achieve this kind of effectiveness, however, by drawing the
large corporation or government into an online debate.

153



Resistance and the Cyber Domain

Russia demonstrated a different, more effective, approach. When-
ever online firestorms are initiated against Russia, its government does
not engage in an online fight.® Instead, it introduces more compel-
ling alternate content. An example of this was the incident where Rus-
sian air defense shot down a civilian airline. Rather than argue, they
flooded social media with tabloid-like information, drawing interna-
tional and activist attention away from the incident. In this manner, the
Russian government distracted social media users, which allowed the
firestorm to die quickly.

Online users also tend to distrust governments or large organiza-
tions. The planned and coordinated strategic communications of these
entities do notappear authentic and are therefore seen as untrustworthy.

Firestorms are fueled by debate. Facts and logic are not helpful in
shaping these online movements. Large companies or governments
are not trusted in the conversation. It is far more effective to either
distract users with alternate, more compelling content or to facilitate
online communities that can carry an uncoordinated, yet more authen-
tic campaign.

SOCIAL MEDIA SPREAD OF INFORMATION AND
COUNTERING TECHNIQUES

d

Social media provides previously unprecedented speed and reach
for the promulgation of messages. This section discusses the following
topics related to the spread of ideas in social media and techniques to
counter that spread as used by both resistance movements and state
security services:

e Virality

e Counter messaging

e Attacking, refuting, and distracting
e Poisoning the well

e False claims
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e Astroturfing
e Censorship

Virality

In 2010 and 2011, the world watched the Arab Spring revolutions
unfold across the Middle East and North Africa. Social media was a
key factor in generating the widespread support and mobilizing huge,
national-level protests that were previously unprecedented. As a result,
observers from around the world concluded that all was required to
organize a revolution was social media.®

In reality, one major reason that the Arab Spring occurred was that
the state security services were not watching social media channels.
“Mostly what we got was people on the ground -- participants, dissi-
dents -- because the Egyptian government was clueless.”®? At the time,
they were unaware of the reach and anonymity of social media and
thus were taken by surprise.

The Internet has made a big difference in Egypt. For years, the
country’s secret police and state-controlled media very effectively sup-
pressed most dissident activities. Without the relatively free arena of
online social networking sites and tools like Facebook, Twitter, and You-
Tube, young Egyptians like Ghonim® could not have built the resilient
and creative force that finally toppled Hosni Mubarak.®*

When a particular message is quickly promulgated and magnified
in social media, it is called “going viral.” Anyone who has a message
to share wants it to go viral, to reach as many people as possible, and
have them pass it along to many others. “As [Ghonim] told CNN’s Wolf
Blitzer on Friday, “‘We would post a video on Facebook and it would be
shared by 50,000 people on their walls in hours.””®

The mass mobilizations generated during the Arab Spring created
a cascading effect, wherein the growth in the number of people mobi-
lized increased exponentially. A few individuals started a message on
Twitter or Facebook, which was then shared by others, who shared with
their friends, who in turn shared with their friends, etc. As a result,
a viral message mobilized very large numbers of people in a short
period of time.* Use of automated retweet apps, like the ISIS “Dawn
of Glad Tidings” can quickly spread automatically without the need for
human intervention.
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These messages to mobilize were tremendously successful, partly
because the state security services provided no counter messages to
preclude the cascade effect. It was a relatively free arena, which allowed
mass mobilization demonstrations to become organized even when
other channels of communications were watched and censored. This is
notable because the free arena of social media changes the reach and
speed of the messages.®’

Unfortunately for resistance movements fighting oppressive
regimes, most if not all of the social media channels are now watched.
Repressive regimes cannot afford an Arab Spring-like event in their
nations and monitor social media attentively.

Not only are state security services now watching social media, they
also participate in social media, both overtly and covertly. Overtly,
the Egyptian police created a presence on Facebook to connect bet-
ter with the Egyptian populace.® The Egyptian Army also joined Face-
book later that week.” Covertly, the state security services sponsor
counter messaging in the same social media to preclude the cascade
effect from forming unchallenged, as described in the next section on
counter-messaging.

Counter Messaging

More than simply watching, regimes participate in social media.
Because the greatest threat to a repressive regime is a massive mobi-
lization of the populace, state security services must present counter
messages to the messages of dissent, reform, revolution, or mobiliza-
tion. For example, China hired large numbers of “50-Cent bloggers” to
support the government and to counter any and all messages that may
be critical of it.”

Russia hired similar “troll armies,” called “web brigades,” to support
the party line and discredit any negative messages online.” Besides
questioning the patriotism of a message critical of the regime, other
techniques to attack the messenger and the message include question-
ing the religious “purity” of the messenger, or even questioning his/her
motives. Sowing doubts about the messenger is a common technique to
reduce public support for the message.”

Both Chinese and Russian state security services use “trolls”
to guide and manipulate online dialogues. Initially, most counter
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messaging focused on discrediting the messenger, which was often
sufficiently effective at suppressing dissent within a nation. However,
China’s 50Cent bloggers have become more sophisticated because the
online audience (known as netizens) has become more sophisticated.
As described by an anonymous 50-Cent blogger in a 2011 interview by
Ai Weiwei:

The netizens are used to seeing unskilled comments

that simply say the government is great or so and so is

a traitor. They know what is behind it at a glance. The

principle I observe is: don’t directly praise the govern-

ment or criticize negative news. Moreover, the tone of

speech, identity and stance of speech must look as if

it’s an unsuspecting member of public; only then can

it resonate with netizens. To sum up, you want to guide

netizens obliquely and let them change their focus

without realising it.

[Weiwei] How big a role do you think this industry plays in
guiding public opinion in China?

Truthfully speaking, I think the role is quite big. The
majority of netizens in China are actually very stupid.
Sometimes, if you don’t guide them, they really will
believe in rumors.

[Weiwei] Because their information is limited to begin with.
So, with limited information, it’s very difficult for them to
express a political view.

I think they can be incited very easily. I can control
them very easily. Depending on how I want them to be,
I use a little bit of thought and that’s enough. It’s very
easy. So I think the effect should be quite significant.”

The number of 50-Cent bloggers is unknown, but each is prolific.
Continuing with the interview of the 50-Cent blogger:

The process has three steps — receive task, search for
topic, post comments to guide public opinion. Receiv-
ing a task mainly involves ensuring you open your email
box every day. Usually after an event has happened,
or even before the news has come out, we’ll receive
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an email telling us what the event is, then instructions
on which direction to guide the netizens’ thoughts, to
blur their focus, or to fan their enthusiasm for certain
ideas. After we've found the relevant articles or news
on a website, according to the overall direction given
by our superiors we start to write articles, post or reply
to comments. This requires a lot of skill. You can’t write
in a very official manner, you must conceal your iden-
tity, write articles in many different styles, sometimes
even have a dialogue with yourself, argue, debate. In
sum, you want to create illusions to attract the atten-
tion and comments of netizens... I go online for six
to eight hours nearly every day. I'm mainly active on
our local BBS and some large mainstream internet
media and microblogs. I don’t work over weekends, but
I'll sign in to my email account and see if there’s any
important instruction.”

Moreover, the interviewed blogger estimated the percentage of
online dialog produced by the bloggers group to be substantial:

Because I do this, I can tell at a glance that about 10 to
20 percent out of the tens of thousands of comments
posted on a forum are made by online commentators.”

Through the use of these trolls, the state security services are able
to monitor social media sites for burgeoning messages that could cre-
ate dissention among the public. In response, they create counter mes-
sages that are then promulgated by other trolls or by automated bots
when a large response is required. As described in the next section,
pretending that certain messages are generated by grassroots citizens
as opposed to the government or another organization is a common
technique to sway public opinion on social media.

These troll armies appear to be sufficiently effective to prevent a
cascading effect of mass mobilization and support for the resistance
movement to preclude them from reaching the level of the Arab Spring.
Although often clumsy and apparent, even these artificial voices in
social media have a dampening effect on the opportunities for mass
mobilization by a resistance movement against repressive state security
services. Social media is now watched by the state security service, and
the anonymity of social media is no longer guaranteed.”

158



Chapter 5. Narratives, Social Media, and Networks in Information Operations

Attacking, Refuting, and Distracting

Social media has extensive reach. With that reach, a single message
can become widespread if it gains popularity, as described in the ear-
lier section on virality. The messages spread more quickly when there is
little to block or refute the original message.

One of the strongest types of messages to express refutation is the
accusation. An accusation is easy to make and does not require proof
or evidence when exposed to the public. Moreover, an accusation gives
the accuser the initiative and defines the arena in which the argument
occurs. The accusation may frame the issue to the disadvantage of its
target. The target of the accusation is immediately on the defensive
and must choose to address the accusation, remain silent, or distract
the populace from the accusation.

5.7 An accusation gives the accuser the initiative and defines the
arena in which the argument occurs. The target of the accusation
is immediately on the defensive and must choose to address
the accusation, remain silent, or distract the populace from
the accusation.

False accusations are a common ploy used in social media and other
public communication channels. Although US law assumes that a party
is innocent until proven guilty, most of the rest of the world does not,
nor does the media or the general public:

Some audiences naively accept all accusations on the
assumption that “if it weren’t true, why would they
say so?” Critical thinking and considering the source
and its motivations are rare commodities in the mod-
ern world (particularly if the audience is already pre-
inclined to believe the source of an accusation rather
than the target). During the Korean War, for example,
any successful military action against Chinese forces
generated a Chinese accusation of war crimes against
civilians. Although ludicrously false, such accusations
played well to Chinese citizens and allies, and caused
the U.S. discomfort in the international community.””

In the Ukraine conflict, Russia-driven social media frequently
portrayed pro-Kiev factions as fascists or Nazis due to the support of
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many Ukrainians for Germany in WWIL” Another theme in Russian
disinformation was purported brutality against pro-Russian separat-
ists. They disseminated pictures of atrocities from other conflicts and
presented them as events that occurred in Ukraine. To support these
accusations, Russian trolls posted gruesome pictures from the Syrian
war of dead women and children and led users to believe the event
occurred in Ukraine:”

Just how much of the Russian TV and print media’s
24/7 coverage of rampaging Ukrainian extremists;
swastika-bearing neo-Nazis; pro-Ukrainian thugs
beating Russian speakers; “Right Sector” extremists
gunning down unarmed civilians at a checkpoint, and
joyous Crimeans welcoming their Russian saviors was
fabricated? How much of it was real? The answer: Very
little, if any. But it was successful nonetheless.

Vladimir Putin’s invisible social-media campaign
included fiction writers posting on fake Facebook (or
the Russian version Vkontakte) accounts, pretending
to have witnessed some horrendous crime committed
by Ukrainian extremists. A second wing handled the
shadowy distribution of photo-shopped or staged pho-
tos, again featuring Ukrainian atrocities. A third wing
spreads rumors to destabilize entire communities and
districts. No one really knows from where the fake
photo came or who originated the rumor, but they
continue to spread through the targeted population.

Even when exposed, they have already done their dam-
age. It is difficult to wipe out a graphic image imbed-
ded in a viewer’s brain, no matter how false.?°

Once an accusation is made in social media, it takes the initiative
in the competition of ideas and may become viral. For example, the
Guardian “reports 40,000 comments a day by an ‘orchestrated pro-
Kremlin campaign” of pro-Russian trolling on Ukraine stories.*! Once
it becomes viral, it becomes very difficult to counter completely (see
the later section on poisoning the well). For example, the “Pizzagate”
shooting incident of 2016 was initiated by a person trying to verify for
himself a set of false stories and faked evidence that the Comet Ping
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Pong pizzeria and other nearby businesses were involved in a pedo-
phile ring associated with Democratic politicians. The faked evidence
included edited photos of accused persons as well as genuine photos
taken at different locations, which were intended to provide proof of a
pedophile ring. Based on all of this purported evidence, an individual
tried to investigate the accusations himself with a loaded weapon and
fired three shots. Fortunately, no one was injured. Even though the
accusation was thoroughly debunked by many independent sources, a
poll taken just two weeks after the shooting event still demonstrated
high response rates for those who believed the original accusation was
true.*

The target of a false accusation can choose to remain silent because
sometimes silence is the best response. As mentioned in the “Combat-
ting Fake News” conference report:

An important implication of this point is that any rep-
etition of misinformation, even in the context of refut-
ing it, can be harmful (Thorson, 2015, Greenhill and
Oppenheim, forthcoming). This persistence is due to
familiarity and fluency biases in our cognitive process-
ing: the more an individual hears a story, the more
familiar it becomes, and the more likely the individual
is to believe it as true (Hasher et al 1977; Schwartz et
al, 2007; Pennycook et al., n.d.).*?

In the book LikeWar, the authors concluded that, “What counted
most was familiarity.” As long as people see a similar headline as one
they had seen before, they are significantly more likely to believe it.®

Conversely, others may view silence as consent and presume that
not refuting an accusation validates its accuracy. As a result, a rapid
response in the same media channel can effectively attempt to refute
the accusation and maintain the issue as an argument rather than a
Jfait accompli. Social media is a battleground of ideas, and refutation of
accusations is an essential part of precluding one-sided dominance in
that battlespace.

In general, the speed and reach of social media requires speed in
response. Participants need members who can predict likely accusations
and prepare responses to remain ahead of the competition. Significant
effort must be expended to quickly disprove false accusations whenever

161



Resistance and the Cyber Domain

possible. Delays in responding to an accusation can be interpreted as
resulting from the time required to prepare a lie.

An alternative to direct refutation is distraction. Rather than
engage in a debate against an accusation, simply distract the audience
away from the topic. As described by Alex Tabarrok:®

We estimate that the government fabricates and posts
about 448 million social media comments a year. In
contrast to prior claims, we show that the Chinese
regime’s strategy is to avoid arguing with skeptics of
the party and the government, and to not even dis-
cuss controversial issues. We infer that the goal of
this massive secretive operation is instead to distract
the public and change the subject, as most of these
posts involve cheerleading for China, the revolution-
ary history of the Communist Party, or other symbols
of the regime.™

An example of social media used in China by the 50-Cent bloggers
was described as the following:

For example, each time the oil price is about to go up,
we’ll receive a notification to “stabilise the emotions
of netizens and divert public attention.” The next day,
when news of the rise comes out, netizens will defi-
nitely be condemning the state, CNPC and Sinopec. At
this point, I register an ID and post a comment: “Rise,
rise however you want, I don’t care. Best if it rises to
50 yuan per litre: it serves you right if you're too poor
to drive. Only those with money should be allowed to
drive on the roads . ..”

This sounds like I'm inviting attacks but the aim is
to anger netizens and divert the anger and attention
on oil prices to me. I would then change my identity
several times and start to condemn myself. This will
attract more attention. After many people have seen it,
they start to attack me directly. Slowly, the content of
the whole page has also changed from oil price to what
I've said. It is very effective.®”
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Distraction adds benefits of avoiding any repetition of the accusa-
tion, as well as avoiding risking upsetting an audience via a fumbled
response. Distraction serves as a powerful tool, even more so since the
advent of social media because of its speed and reach.

5.8 Any repetition of misinformation, even in the context of refuting
il, can be harmful. If a rapid, successful refutation is not feasible,
silence may be a better response. However, distraction away from
the accusation appears to be even more successful than silence in
countering a false accusation.

Poisoning the Well

One particularly disturbing effect of the accusation is that even
when clearly disproven, damage is still done to the target of such accu-
sation. In a paper by Australian psychologist Stephan Lewandowsky et
al, the authors noted that:

The wealth of studies on this [misinformation] phe-
nomenon have documented its pervasive effects, show-
ing that it is extremely difficult to return the beliefs of
people who have been exposed to misinformation to
a baseline similar to those of people who were never
exposed to it.

For example, Green and Donahue (2011) first pre-
sented people with a report that was found to change
people’s attitudes about an issue (e.g., a report about
a heroin addicted child changed people’s attitudes
toward the effectiveness of social youth-assistance pro-
grams). Participants then received a retraction stat-
ing that the report was inaccurate, either because of
a mix-up (error condition) or because the author had
made up most of the “facts” in order to sensationalize
the report (deception condition). The results showed
that participants were motivated to undo their attitu-
dinal changes, especially in the deception condition,
but that the effects of misinformation could not be
undone in either condition. The misinformation had a
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continuing effect on participants’ attitudes even after
a retraction established the author had made it up.*

Humans tend to place greater emphasis on the first information
received, even if that information is later refuted. In one study, test sub-
jects were exposed to false information about the negligent owner of a
building that caught fire due to the storage of oil paints and gas cylin-
ders. Even after the retraction, the test subjects believed negligence was
still a cause of the fire.

It follows that when people later re-encounter the misinforma-
tion (e.g., “oil paints and gas cylinders were present”), it may be more
familiar to them than without the retraction, leading them to think,
“I've heard that before, so there’s probably something to it.” This
impairs the effectiveness of public information campaigns intended to
correct misinformation.

Even the repetition of the information in negated form reinforces
a false weight of evidence argument. The many accusations appearing
in the media carry significant long-term impact, even after retractions
are made and the accusation proven false.*

5.9 False accusations appear to result in political damage to the target
in spite of any refutations or disproval, which is why “poisoning
the well” is such an effective attack.

False Claims

Many false claims can be made and promulgated simply due to the
wide reach and influence of social media. A few individuals can claim
to speak for many, the number of posts in different social media chan-
nels can give a false impression of independent corroboration, and
many accusations from supposedly independent sources can provide a
false weight of evidence. Each of these three manipulative uses of social
media is described in this subsection.

False Claim of Speaking for the Masses

As described in the preceding sections, social media can provide
a voice for large groups of people. This has become such a common
phenomenon that there is now an assumption that if someone claims to
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speak for the masses that the claim is true. For example, a reporter may
select a representative tweet from Twitter claiming or at least implying
that the contents represent public opinion.

During the 2012 presidential debates, reporters focused not so
much on what candidates said but on tweets about the debate. The con-
tent of the tweets became the news, rather than the content presented
by the candidates:

Journalists should get off Twitter and watch the debate,
without being influenced by their pals, and then report
on what they actually saw instead of what the emerg-
ing narrative is. I imagine none of them wanted to dis-
pute the narrative their colleagues were pumping out
and risk being ostracized for having an independent
thought. But Americans and their bosses are paying
them to cover events and not to tweet it.”

Focusing on the content of tweets rather than on the event is bad
enough, but the anonymity of social media makes it possible to manip-
ulate the news itself. For example, a selected tweet can be handpicked
by a reporter to place the desired spin on the message to better align
with journalistic bias. Worse, rather than waiting for the “right” tweet
to appear, the reporter can write (or have a colleague write) the desired
tweet and report on the self-created tweet as though it represents the
large corpus of tweets posted by the masses. The anonymity of social
media lends itself to manipulation by organized groups, or even a small
number of people backed by social bot software.”!

Besides tweets, a similar approach of generating false representa-
tive social media content entails video of a person on the street, who is
really a plant by the person creating the video. The supposedly sponta-
neous interview is well rehearsed, and all the key points desired by the
reporter are addressed by the supposedly random interviewee. Once
posted to YouTube or on a news website, the impression is that this one
video depicts mass opinion, as opposed to identifying it for the propa-
ganda it is.
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Many examples appeared daily from Russian troll armies generat-
ing purported atrocities by the Ukrainian government and its support-
ers. Many of these pretended to be first-person accounts:

Interviews with innocent by-standers and ordinary citi-
zens are a staple fare of the coverage. A woman shows
the camera hundreds of spent cartridges she gathered
after a night of violence. Extremists turn outraged
local residents, on their way to visit wounded com-
rades, away from the hospital. A babushka, in tears,
bemoans the terror in which she lives and pleads for
the Russians to restore order and civilization. Pretty
good stuff. I'd believe it if I did not know better.*?

Fortunately, with so many professional influencers operating in par-
allel, mistakes happen:

Three different channels have featured interviews with
one Andrei Petkov, lying wounded in a hospital in the
south Ukrainian city of Nikolayev. In the three inter-
views, he is identified by name. He is on his back in
a hospital bed, describing his experiences in the pre-
vious evening’s violence, which left him with serious
wounds. Petkov is dressed in a black outfit, his nose
bandaged. In each interview, he speaks softly, but with
earnest conviction. He cuts a sympathetic and credible
figure. The problem is that Andrei Petkov is a different
person in each interview!”

In one interview, this interviewee claimed to be a spy from Germany
bringing weapons and fifty mercenaries to Ukraine. In the second
interview, the same actor claimed to be an ordinary citizen of Ukraine
at his “usual” protest against the new Ukrainian government and was
attacked and injured by neo-Nazi Ukrainians. In the third interview, he
said he was an innocent pediatric surgeon injured by an unprovoked
attack by neo-Nazi Ukrainians.”

Althoughablatantfalsehood thatwascaughtand exposed,itappeared
that the Kremlin desired effect on the Russian populace occurred:

Apparently Russian viewers want to believe these fairy
tales. They want to think their country is in the right.
They want to be proud of their country. Accordingly,
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they make ideal subjects for Big Lie propaganda. I do
not know how they will feel when they eventually learn
the truth.”

Note that organized staging of interviews of random passersby or
innocent victims is a common method of claiming to speak for the
masses. The false claim of speaking for the masses is one mechanism by
which a minority group, whether a resistance movement or a state secu-
rity service, can create support for their position. The “majority illu-
sion” can encourage people to support the position. Claiming to speak
for the masses is one way to intentionally generate the majority illusion.

False Independent Corroboration

Independent corroboration occurs when a different observer (or
set of measurements) independently confirms a claim made by the first
observer. This is often required in legal proceedings and carries more
weight in public opinion than a single person making a claim. When
the same message appears in a wide range of apparently independent
sources via different media channels, then many consider that suffi-
cient independent confirmation.

Unfortunately, due to both the variety and anonymity of social
media, one can never be sure that the corroborating statements are
from independent sources. If Fred in Oklahoma posts the same infor-
mation as Sue in Oregon and Charlie in Florida, then are these inde-
pendent corroborations, or are Fred, Sue, and Charlie actually the
same person with three online personas? Even if not the same person,
are Fred, Sue, and Charlie intentionally colluding to express the same
sentiments while pretending to be independent of each other?

[Social Media] activism seems to be dominated by
those who are already active in the offline environ-
ment, people associated with conventional politics,
and a limited number of influential bloggers — profes-
sional influencers. It is up to them to turn a particular
SM-based movement in a direction of their choice.”

One must be suspect of apparently independent corroboration in
the media, especially social media, because the variety and anonymity
of media make it highly susceptible to manipulation. What appears as
independent voices cannot be readily identified as collaborative efforts
to manipulate public opinion. In the case of Russian trolls supporting
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anti-Ukraine stories, they generated forty thousand comments a day by
an orchestrated pro-Kremlin campaign.”’

Moreover, unwitting audiences often repost stories without any criti-
cal evaluation. For example, one Russian troll army report about a den-
tist who was refused entry to save victims on Ukrainian atrocities from
a burning building “gathered more than 5,000 shares one day after it
appeared. Rosovskiy’s [the dentist’s] account was expeditiously trans-
lated into English, German, and Bulgarian. Why not believe the story?
It seemed to make sense, after all the noise about the Kiev extremists.”®

Repeating a lie from a different source should not count as inde-
pendent corroboration, but it appears to do just that in social media,
especially when it spills over into mainstream media.

False Weight of Evidence

Generating a large number of similar messages appearing from dif-
ferent sources over time gives the impression of a “weight of evidence”
to support the claim. This tactic is especially effective when the claim
contains an accusation, as previously described.

Simply making a large number of accusations against a person or
a nation, regardless of how false, carries weight in the minds of many.
For example, an opponent can generate many accusations of wrong
doing against a politician, even though none might be true, to influ-
ence public opinion. The intent is to influence the public to believe,
“If the person wasn’t guilty of something, why are so many accusations
from so many different people?”

The possibility that the accusations may all be part of a coordinated
attack on an individual is often not considered by the general public.
The principle of innocent until proven guilty does not apply beyond
the courtroom and is often ignored in political debate. As long as the
various accusations are similar and sufficiently regular over time, the
accused suffer from the apparent weight of evidence, regardless of how
unfounded they are.

Just as claiming to speak for the masses can support the intentional
majority illusion, false weight of evidence is another mechanism to gen-
erate the majority illusion. By repeating the same message or accusa-
tion, using false independent confirmation, the accuser can create the
desired majority illusion.
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On a national level, al Qaeda repeated the same set of three accusa-
tions in its narrative against the United States since 9/11: claiming the
“War on Terror” was really a “War on Islam,” the West is after the Mus-
lim world’s oil, and Western men are after Muslim women. Al Qaeda
and its supporters generated story after story to reinforce these same
three accusations, thereby carrying sufficient weight of evidence that
large populations in the Middle East believed them to be true.

To counter the al Qaeda champion of victims narrative, Western
nations, such as the United Kingdom, developed and distributed coun-
ter narratives as part of a campaign. As reported in The Guardian in an
article by Alan Travis:

The target of the campaign - the al-Qaida narrative - is
seen as linking together genuine or perceived, com-
monly held concerns into a “narrative of grievance”
that reinforces the portrayal of Muslims as victims of
western injustice. “It [the narrative] combines fact, fic-
tion, emotion and religion and manipulates discontent
about local and international issues. The narrative is
simple, flexible and infinitely accommodating. It can
be adapted to suit local conditions and may have a dis-
proportionate influence on understanding and inter-
pretation of local or global events.”

When al Qaeda interpreted every event to align with its narrative,
it created an appearance of weight of evidence against the West and
helped its claimed position of defending Muslim victims from Western
aggression. Media channels that openly supported al Qaeda repeated
these interpretations, further contributing to the “weight of evidence”
behind the accusation.

5.10 Types of false claims in social media include: a) a few individuals
claiming to speak for many, b) many posts in different media
channels giving the impression of independent corroboration,
and c) many accusations from supposedly independent sources
providing a false weight of evidence.
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Astroturfing

“Astroturfing is the practice of masking the sponsor of a message or
organization (e.g., political, advertising, religious or public relations) to
make it appear as though it originates from and is supported by grass-
roots participants.”'® Astroturfing can be used for a wide variety of pur-
poses, such as advertising or political spin. The anonymity and reach of
avariety of social media channels makes it difficult for an individual, or
even governments, to identify the legitimate sources of these messages
intended to manipulate public opinion through social media. While
social media appears to be a bottoms up or crowd-sourced method of
expression, the anonymity of these social media lend themselves to
manipulation by those trying to coopt the appearance of wide-spread,
bottom-up support for a particular message.

The use of bots that pretend to be real and unique people, but
are actually controlled by a single individual exacerbate the problem.'""
While it is possible to distinguish social bot from human behavior, it
requires time and money. In the meantime, the messages sent by the
bots spread faster than detection and exposure.

In 2011, over a two-week period, researchers used “three social bots
that were able to integrate themselves into the group, and gained close
to 250 followers between them. They received more than 240 responses
to the tweets they sent. The best performing bot was able to gain more
than 100 followers and generated almost 200 responses.”'” These bots
fooled human users.

Although Twitter and Facebook since improved their ability to
detect bots, large social botnets still exist. In January 2017, for example,
researchers accidently discovered massive collections of dormant, fake
accounts on Twitter:

The largest network ties together more than 350,000
accounts and further work suggests others may be
even bigger... Some of the accounts have been used
to fake follower numbers, send spam and boost inter-
est in tending topics... “Considering all the efforts
already there in detecting bots, it is amazing that we
can still find so many bots, much more than previous
research,” Dr. Zhou told the BBC.'*
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Astroturfing can be used by both resistance movements and state
security services, and social bots help magnify the reach and therefore
the speed of disseminating messages.

Censorship

Now that the Internet and its connections to other communications
systems (such as cell phones) are available in most of the world, tra-
ditional censorship is no longer feasible. Although North Korea still
executes its citizens for simply connecting to the Internet, videos of
the executions and the unrest in North Korea continue to escape from
the country. If the most controlled and most repressive nation in the
world cannot censor all channels, even under pain of death, there is
little chance that any other nation can achieve the level of censorship
previously available to the state security services of highly repressive
regimes.

At the same time, censorship is not necessary for a repressive regime
to survive if they learn how to manipulate social media at least as well
as the resistance movement. As previously described, China’s 50Cent
bloggers represent an avenue to respond to negative messages in social
media without the need for direct censorship. While arresting bloggers
for statements against the government still occurs, much of the online
“discussion” in social media involves a government-hired blogger who
guides and manipulates it. Discussion is in quotes because often a single
blogger argues both sides of an argument to either distract audience
members away from a topic or to guide them to a particular opinion.
As described by an anonymous 50Cent blogger in China:

In a forum, there are three roles for you to play: the
leader, the follower, the onlooker or unsuspecting
member of the public. The leader is the relatively
authoritative speaker, who usually appears after a con-
troversy and speaks with powerful evidence. The pub-
lic usually finds such users very convincing. There are
two opposing groups of followers. The role they play
is to continuously debate, argue, or even swear on the
forum. This will attract attention from observers. At
the end of the argument, the leader appears, brings
out some powerful evidence, makes public opinion
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align with him and the objective is achieved. The third
type is the onlookers, the netizens. They are our true
target “clients”. We influence the third group mainly
through role-playing between the other two kinds of
identity. You could say we're like directors, influencing
the audience through our own writing, directing and
acting. Sometimes I feel like I have a split personality.'**

When the same influencer playing different roles in the same
online discussion, the dialogue becomes a part of the influence cam-
paign that distracts audiences from genuine issues. In this case, one
person can be very prolific, accomplish a particular influence objec-
tive, and act as a form of indirect censorship by pulling attention away
from the real issues.

In a similar manner, Russian trolls use the “three actor format” but
use three different people, one for each role:

You got a list of topics to write about. Every piece of
news was taken care of by three trolls each, and the
three of us would make up an act. We had to make it
look like we were not trolls but real people. One of the
three trolls would write something negative about the
news, the other two would respond, “You are wrong,”
and post links and such. And the negative one would
eventually act convinced. Those are the kinds of plays
we had to act.'”

State security service manipulation of social media both internally
and abroad continues to become a primary tool in the global compe-
tition of ideas. Competing messages in cyber space is the new norm.
When coupled with traditional terror tactics, ether by the resistance
movement or state security services, the battle for hearts and minds
continues against a background of more traditional lethal threats.
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KEY TAKEAWAYS

.

Mechanisms for influence and organized resistance over social
media are often counter-intuitive. Operations developed by unin-
formed planners often result in unintended consequences. They may
even serve the interests of adversaries. Awareness of recent scientific
insights into online influence, cyber resistance, and other resistance
movements will equip planners to conduct effective online operations
to counter adversaries that attempt to harm US interests.

5.1

5.2

5.3

5.4

5.5

5.6

The online population is not representative of the
general population.

A shared narrative helps build bonds and deepen trust with
others, supporting cooperation.

Fake news stories that are consistently framed with a target
audiences’ identity, cultural values, or accepted narratives
are more likely to be believed than real news that does not
conform to those expectations.

When organizations exceed roughly one hundred fifty
nodes (personas), there is a meaningful change in the
behavior and dynamics of the network.

The majority illusion is important because when people
misperceive social norms, their behavior changes. Social
conformity does not drive people to change attitudes,
beliefs, and intention toward the true social norm.
Rather, it drives people to change toward the perceived
social norm.

Socially isolated people are much more susceptible to
online social mobilization and are more likely to join
social movements.
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5.7 An accusation gives the accuser the initiative and defines
the arena in which the argument occurs. The target of
the accusation is immediately on the defensive and must
choose to address the accusation, remain silent, or distract
the populace from the accusation.

5.8 Any repetition of misinformation, even in the context
of refuting it, can be harmful. If a rapid, successful
refutation is not feasible, silence may be a better response.
However, distraction away from the accusation appears
to be even more successful than silence in countering a
false accusation.

5.9 False accusations appear to result in political damage to
the target in spite of any refutations or disproval, which is
why “poisoning the well” is such an effective attack.

5.10 Types of false claims in social media include: a) a few
individuals claiming to speak for many, b) many posts
in different media channels giving the impression of
independent corroboration, and c¢) many accusations from
supposedly independent sources providing a “false weight
of evidence.”

Considering Takeaway 5.2, the information environment is a con-
tested domain, one in which the narratives that spread through social
media compete to influence public opinion and motivate collective
action and resistance. The attainment of US national security objec-
tives and foreign policy goals can no longer be effectively decoupled
from understanding of, and ability to operate in, the social media land-
scape. As they spread online, narratives can frame what issues matter
and determine the positions that populations or audiences take on
them. Narratives can be powerful forces for change or for resisting
change. They can persuade people of new goals, bring about changes
in their sense of identity, and spur them to organized, collective action.
They can also be used to evoke a glorified past that must be returned
to, stemming societal progress.

Considering Takeaway 5.3 a little deeper, both resistance move-
ments and state security services compete for influence and dominance
in social media. Both sides leverage the virality of social media as other
groups retransmit their messages—often regardless of whether these
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messages are true or false. Counter-messaging can be direct—refuting
a statement made by the opposing side—or may be more oblique by
distracting audiences from key issues.

Finally, regarding Takeaway 5.7, accusations give the accusing side
the initiative and set the arena for subsequent discussion. Even dis-
proven false accusations still garner significant support in spite of clear
refutation. This makes it easy for an actor on social media to “poison
the well” against an individual or a group.
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Chapter 6. Implications of Cyber-Physical Systems

INTRODUCTION

SIS %l

The criticality of realizing the vulnerabilities of cyber-physical sys-
tems is emphasized in the 2018 National Cyber Strategy. It states:

America’s prosperity and security depend on how we
respond to the opportunities and challenges in cyber-
space. Critical infrastructure, national defense and
the daily lives of Americans rely on computer-driven
and interconnected information technologies. As all
facets of American life have become more dependent
on a secure cyberspace, new vulnerabilities have been
revealed and new threats continue to emerge.'

I'T networks have historically been the target of hackers, as noted in
chapter 3. However, with an increasing number of instances of physical
processes under the monitoring and control of various types of com-
puting device, those devices and the processes they control will also
be an increasingly common target of attack. As large numbers of these
systems that cross the cyber and physical appear within the operational
environment, military personnel must be aware of these cyber-physical
systems and their implications for military operations.

Cyber-physical systems are a general category overlapping that of
two related terms: the Internet of things (IoI') and ICS. The interre-
lated nature of the terms is clear in the National Institute of Standards
and Technology (NIST) definition: “Cyber-physical systems (CPS) are
smart systems that include engineered interacting networks of physical
and computational components.” They also provide further amplifica-
tion, stating:

CPS generally involves sensing, computation and
actuation. CPS involve traditional information tech-
nology (IT) as in the passage of data from sensors
to the processing of those data in computation. CPS
also involve traditional operational technology (OT)
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for control aspects and actuation. The combination of
these IT and OT worlds along with associated timing
constraints is a particularly new feature of CPS.’

The definition of IoT is similar. An Internet Society white paper
states “The term Internet of Things generally refers to scenarios where
network connectivity and computing capability extends to objects, sen-
sors and everyday items not normally considered computers, allowing
these devices to generate, exchange and consume data with minimal
human intervention.” As with cyber-physical systems, NIST states that
the “IoT involves sensing, computing, communication, and actuation.”
Common examples of the IoT include printers, routers, video cameras,
thermostats, refrigerators, and televisions.

ICS share many of these same attributes. ICS, often sub-categorized
into SCADA, distributed control systems (DCS), or programmable
logic controllers (PLCs), are computational systems used for the man-
agement and control of physical processes. “ICS are typically used in
industries such as electric, water and wastewater, oil and natural gas,
transportation, chemical, pharmaceutical, pulp and paper, food and
beverage, and discrete manufacturing (e.g., automotive, aerospace, and
durable goods.)” A key component within an ICS is a control loop,
which “utilizes sensors, actuators, and controllers (e.g., PLCs) to manip-
ulate some controlled process.” A typical ICS layout might resemble
that depicted in Figure 6-1.

Control Center — —— Field Site 1 —

Enginesring —e==—T
HMI Workstations SvichadTeweicns Modem

Leased Line of

@ , mmf’é: it
' E —— Field Site2 —

Radlo
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Figure 6-1. ICS system layout.

As noted, these terms have much in common, often distinguished
primarily by the use to which they are put (e.g., electric grid operations
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are typically categorized as ICS, while certain smart grid technologies
might utilize the IoT terminology®). The two most important shared
characteristics are:

® The linking of cyber domain and the physical domains.

* The inclusion of sensing, computing, communication, and
actuation functions within one system.

6.1 Cyber-physical systems, to include the loT and ICS, conduct
sensing, computing, communication, and actuation functions.

SECURITY IMPLICATIONS OF
CYBER-PHYSICAL SYSTEMS

Cyber-physical systems pose many security challenges that cannot
be easily solved through the use of typical IT or cyberspace defense
activities. “The introduction of IT capabilities into physical systems
presents emergent behavior that has security implications.” First, cer-
tain common practices used to defend IT networks, such as automated
vulnerability scanning and patching, are not typically used on cyber-
physical systems. NIST delineated some common differences between
IT systems and ICS (see Table 6-1).
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Table 6-1. IT / ICS system differences.

Category IT System Cyber-Physical System
System Systems are designed Differing and possibly propri-
Operation for use with typical etary operating systems, often

operating systems. without security capabilities
Upgrades are straight- built in.
forward with the avail- | Software changes must be care-
ability of automated fully made, usually by software
deployment tools. vendors, because of the special-
ized control algorithms and
perhaps modified hardware
and software involved.
Resource Systems are specified Systems are designed to sup-
Constraints | with enough resources | port the intended industrial
to support the addition | process and may not have
of third-party applica- | enough memory and comput-
tions such as security ing resources to support the
solutions. addition of security capabilities.
Change Software changes are Software changes must be thor-
Management |applied in a timely oughly tested and deployed
fashion in the presence |incrementally throughout a sys-
of good security policy |tem to ensure that the integrity
and procedures. The of the control system is main-
procedures are often tained. ICS outages often must
automated. be planned and scheduled
days/weeks in advance. ICS
may use operating systems that
are no longer supported

Similar considerations apply to IoT devices as well, with “many IoT
devices intentionally designed without any ability to be upgraded, or
the upgrade process is cuambersome or impractical.”’” However, as the
IoT market expanded, some other concerns have become more impor-
tant. In particular, the sheer numbers of IoT devices, when combined
with the typical security concerns, pose a problem themselves:

* “Many IoT deployments will consist of collections of identical
or near identical devices. This homogeneity magnifies the
potentialimpactofanysinglesecurityvulnerabilitybythe sheer

number of devices that all have the same characteristics.
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* “Many Internet of Things devices, such as sensors and
consumer items, are designed to be deployed at a massive
scale that is orders of magnitude beyond that of traditional
Internet connected devices.'

These issues will likely continue to worsen because estimates fore-
see an increase in the overall size of the population of IoT devices. A
list of 2015 projections (from separate sources) provided ranges from
twenty-four billion Internet-connected objects by 2019, seventy-five bil-
lion networked devices by 2020, and one hundred billion IoT connec-
tions by 2025." In sum, it is more difficult to defend cyber-physical
systems, and there are increasingly many more of them to defend.

6.2 Common cyberspace defense techniques are often ineffective when
guarding a cyber-physical system.

IMPACTS OF CYBER-PHYSICAL SYSTEMS
IN CYBERSPACE

These security concerns can have impacts in both the cyber and
physical spaces. In cyberspace, the number of vulnerable devices rep-
resents the inventory that an attacker can control in regard to sensing,
computing, communication, and actuation capability. Recent examples
include the use of malware to target vulnerable IoT' devices and create
large-scale botnets.

For example, a type of malware called “Mirai” has been used in
high profile DDoS attacks, generating a record bandwidth estimated
as high as 1.5 terabits per second in an attack on a French website in
September 2016:"

The Mirai malware continuously scans the Internet for
vulnerable IoT devices, which are then infected and
used in botnet attacks. The Mirai bot uses a short list
of 62 common default usernames and passwords to
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scan for vulnerable devices. Because many IoT devices
are unsecured or weakly secured, this short diction-
ary allows the bot to access hundreds of thousands
of devices."”

Mirai, which typically targets home routers, network-enabled cam-
eras, and digital video recorders'® also caused a major website outage
in October 2016. The DDoS attack targeted the “Dyn” company, which
provides managed Domain Name System (DNS) services to variety of
other websites."” These attacks caused outages for numerous websites
that used Dyn for DNS services:'

But hundreds of thousands, and maybe millions, of
those security cameras and other devices have been
infected with a fairly simple program that guessed at
their factory-set passwords — often “admin” or “12345”
or even, yes, “password” — and, once inside, turned
them into an army of simple bots. Each one was com-
manded, at a coordinated time, to bombard a small
company in Manchester, N.H., called Dyn DNS with
messages that overloaded its circuits."

In the cases of the DDoS attacks, it could be said that an attacker
utilized, out of the four key functions of a cyber-physical system, the
combined computing and communication capabilities of hundreds of
thousands of the devices. However, a member of a resistance organiza-
tion could subvert these capabilities for covert communications, such
as a method of “dead drop” communications. Rather than dropping
information in a physical location, the information can be uploaded
into a virtual location in cyberspace on an IoT device, limited by the
amount of memory available on such a device.

However, the sensing and actuation functions are just as suscep-
tible to misuse. For example, there could be data integrity issues with
the authentication of sensors, which may deliberately misidentify them-
selves.?” There could also be confidentiality issues with sensing. If a resis-
tance member places a security camera outside a safe house but does
not change the default password, then the state security service may
readily guess the password and access the camera’s feed. Therefore,
instead of helping protect members of the resistance, an unsecured
IoT device could be used against the resistance movement. Finally, with
regarding to the actuation function, if “fed malicious data from other
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‘things’, issues with life-threatening consequences are possible if the
actuator operates in a safety-critical environment.”'

6.3 Cyber-physical devices have been used as a means for large-scale
cyber attacks, and each of the sensing, computing, communication,
and actuation functions has the potential for misuse.

IMPACTS OF CYBER-PHYSICAL SYSTEMS IN
PHYSICAL DOMAINS

*O8

In physical domains, the impact of these cyber-physical systems
is linked to the criticality of the physical processes involved. Because
these processes are often part of critical civilian infrastructure,”” the
impacts can be severe. Additionally, critical infrastructure entities or
sectors often have interdependencies, with attacks on one sector chain-
ing into other sectors. An example is the dependency of multiple types
of critical infrastructure on electric power:

Electric power is often thought to be one of the most
prevalent sources of disruptions of interdependent
critical infrastructures. As an example, a cascading
failure can be initiated by a disruption of the micro-
wave communications network used for an electric
power transmission SCADA system. The lack of moni-
toring and control capabilities could cause a large gen-
erating unit to be taken offline, an event that would
lead to loss of power at a transmission substation. This
loss could cause a major imbalance, triggering a cas-
cading failure across the power grid. This could result
in large area blackouts that could potentially affect oil
and natural gas production, refinery operations, water
treatment systems, wastewater collection systems, and
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pipeline transport systems that rely on the grid for
electric power.”

These systems and services are tied to the effectiveness of gover-
nance and therefore directly affect the success or failure of a resistance
organization. Joint doctrine identifies the relationship between gover-
nance, legitimacy, and provision of services:

A state’s ability to provide effective governance rests
on its political and bureaucratic willingness, capabil-
ity, and capacity to establish rules and procedures for
decision making, as well as its ability to provide public
services in a manner that is predictable and acceptable
to the local population.*

In joint doctrine, these essential services are often identified using
sewage, water, electricity, academics, trash, medical, security, and other
considerations.” “Because essential services are often a clear sign of
effective governance, facilities and personnel that provide these ser-
vices are often perceived as high value targets for insurgents and other
adversaries.””® Most of these services will rely in some way upon ICS or
other types of cyber-physical systems, and therefore systems may repre-
sent a critical vulnerability for essential services.

6.4 Cyber-physical systems will likely be a critical vulnerability for
governance, legitimacy, and the provision of essential services.

General examples of adversarial incidents that might target ICS or
cyber-physical systems are listed in Table 6-2.
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Table 6-2. Example ICS adversarial incidents.

Threat Event Description

Denial of Control Action | Control systems operation disrupted by
delaying or blocking the flow of informa-
tion, thereby denying availability of the net-
works to control system operators or causing
information transfer bottlenecks or denial of
service by IT-resident services (such as DNS)

Control Devices Unauthorized changes made to pro-
Reprogrammed grammed instructions in PLCs, RTUs, DCS,
or SCADA controllers, alarm thresholds
changed, or unauthorized commands issued
to control equipment, which could poten-
tially result in damage to equipment (if tol-
erances are exceeded), premature shutdown
of processes (such as prematurely shutting
down transmission lines), causing an envi-
ronmental incident, or even disabling con-
trol equipment

Spoofed System Status False information sent to control system
Information operators either to disguise unauthorized
changes or to initiate inappropriate actions
by system operators

Control Logic Control system software or configuration
Manipulation settings modified, producing unpredictable
results

Safety Systems Modified | Safety systems operation are manipulated
such that they either (1) do not operate
when needed or (2) perform incorrect con-
trol actions that damage the ICS

Malware on Control Malicious software (e.g., virus, worm, Trojan
Systems horse) introduced into the system.

Beyond a list of notional possibilities, incidents occurred in which
an ICS or related critical infrastructure suffered a cyber attack. Some
representative events include:

e Stuxnet. Likely the most famous cyber attack targeting
ICS or critical infrastructure and discovered in 2010,
Stuxnet “included a highly specialized malware payload
that was designed to target only specific SCADA systems
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that were configured to control and monitor specific
industrial processes.”?’

¢ Shamoon. “Saudi Aramco, which is the world’s 8th largest
oil refiner, experienced a malware attack that targeted their
refineries and overwrote the attacked system’s Master Boot
Records (MBR), partition tables and other random data
files.”®® While this attack targeted critical infrastructure,
the Shamoon malware does not appear to specifically
target ICS.*

In comparison with the numerous cyber incidents occurring in typ-
ical I'T networks, there are relatively few that target ICS specifically. As
late as 2015, an overview of cyber aspects in the conflict between Russia
and Ukraine included the following statements:

* “However, although an increase in typical cyber skirmishes
was reported throughout the crisis, prominent cyber
operations with destructive effects have not yet occurred.”

e “Neither critical infrastructure nor Ukrainian weapons have
been damaged or disrupted.”

Soon afterwards, the first known instance of a destructive cyber
attack on an electric power system occurred in Ukraine.

This significant escalation in cyber conflict occurred in December
2015 during a cyber attack on several Ukrainian electrical power dis-
tribution networks, causing power outages lasting several hours that
affected approximately 225,000 people.’* This attack displayed a vari-
ety of tactics, techniques, and procedures (TTPs), including the use of
spear-phishing, malware, and virtual private networks (VPNs)* to tra-
verse the target networks.”* The attackers appeared to gain and main-
tain access to the electrical power networks for at least six months,* and
the three separate power companies were attacked within thirty min-
utes of each other,* affecting thirty separate electrical substations.?’

A second attack on Ukrainian electric power systems occurred in
December 2016, targeting a single electrical substation but affecting
comparable amounts of total power (135 MW in 2015 and 200 MW
in 2016).*® However, the malware utilized in the 2016 attack was more
sophisticated. While the 2015 attack required remote attacker interac-
tion with the system, the 2016 malware operated autonomously and was
the first instance of a modularized malware targeting electric power.”
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A final example of a cyber capability developed specifically to target
ICS is HatMan malware. This capability focuses specifically on safety sys-
tems, which could potentially lead to impacts in multiple infrastructure
sectors. “Safety controllers are used in a large number of environments,
and the capacity to disable, inhibit, or modify the ability of a process to
fail safely could result in physical consequences.™ This malware, which
may have been used in an August 2017 cyber attack on systems in Saudi
Arabia,* represents an additional increase in sophistication. “HatMan
follows Stuxnet and Industroyer/CrashOverride in specifically target-
ing devices found in industrial control system (ICS) environments, but
surpasses both forerunners with the ability to directly interact with,
remotely control, and compromise a safety system—a nearly unprec-
edented feat.™”

6.5 While still relatively rare, cyber attacks on ICS and
supported critical infrastructure are increasing in capability
and sophistication.

ok

The concept of threat is often described as a function of capability
and intent. Cyber-physical systems, to include the IoT and ICS, con-
tinue to increase in numbers and in their sensing, computing, com-
munication, and actuation functionality. The demonstrated capability
of a cyber attacker to maliciously affect such systems continues to pro-
portionally increase. As these systems become ever more ubiquitous,
their capabilities, for use and misuse, grow more important to military
personnel. They will become ever more integrated into the provision
of essential services and governance, and it can be assumed that resis-
tance organizations will intentionally target such systems.

KEY TAKEAWAYS
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6.1

6.2

6.3

6.4

6.5

Cyber-physical systems, to include the IoT and ICS, con-
duct sensing, computing, communication, and actuation
functions.

Common cyberspace defense techniques are often ineffec-
tive when guarding a cyber-physical system.

Cyber-physical devices have been used as a means for large-
scale cyber attacks, and each of the sensing, computing,
communication, and actuation functions has the potential
for misuse.

Cyber-physical systems will likely be a critical vulnerability
for governance, legitimacy, and the provision of essential
services.

While still relatively rare, cyber attacks on ICS and support-
ed critical infrastructure are increasing in capability and
sophistication.
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INTRODUCTION TO THE CYBER UNDERGROUND

v

Unconventional warfare in cyberspace may be the future of special
warfare, * which requires a better understanding of not only cyber-
space but also its unique ecology.” The emergence of computer-based
communication technologies has not changed the nature of irregular
warfare, but it altered the characteristics, such as speed, reach, and
effectiveness of the psychological battle to inform and influence vari-
ous target audiences. Irregular conflict is no longer geographically
constrained or relegated to the grievances of local in-groups but often
waged, violently and nonviolently, globally for a local political objec-
tive. From peaceful social mobilization® to “internet guerrilla warfare,”
cyberspace has become an increasingly contested operational environ-
ment. SOF will need to include the cyber domain in their planning
considerations as it, more so than any ungoverned physical territory,
has the potential to enable disproportionate effects on small groups
and individuals, and these asymmetries should be exploited to advance
US objectives.®

The goal of this chapter is to provide a theoretical, empirical, and
operational update to previous ARIS research’ from a cyber-psycho-
logical perspective to help lay the intellectual foundations of modern
instances of unconventional, political, and psychological warfare. The
focus is not on state-sponsored cyber warfare or cyber organizations
such as the People’s Liberation Army’s Unit 61398, the Islamic Rev-
olutionary Guard Corps’ Iranian Cyber Army, Russia’s “Information
Troops,” or the Israeli Defense Forces’ Unit 8200. The structure, func-
tion, personnel, and operations of such state organizations are consid-
erably different than those of non-state actors included here.

This chapter is based largely on previous work published in Under-
grounds in Insurgent, Revolutionary, and Resistance Warfare® and Human
Factors Considerations of Undergrounds in Insurgencies,” with a specific
emphasis on the psychological factors associated with the clandes-
tine component of resistance in the cyber domain. As with the latter
book, the term “human factors” refers to “the psychological, cultural,
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behavioral, and other human attributes that influence decision-mak-
ing, the flow of information, and the interpretation of information
by individuals and groups at any level in any state or organization.”"’
Despite the limits of this definition," the human factors associated
with cyber resistance include how interconnected computer technolo-
gies affect organizational design, leadership, social influence, mental
health, and the other related topics in the behavioral sciences. The
chapter seeks to 1) integrate the technological concepts addressed in
greater detail elsewhere in this volume and 2) outline how cyber affects
the traditional underground functions of leadership and organization,
recruiting, intelligence, financing, logistics, training, communications,
security, subversion and sabotage, and psychological operations.

THE UNDERGROUND IN CYBER RESISTANCE

d

The term “underground,” outside the study of insurgencies, typi-
cally refers to the relatively inaccessible subculture of any particular
sector; the cyber underground encompasses individuals who live part
of their lives in the world of information and communication tech-
nology (ICT)." The cyber underground is a type of playing field for
aspiring hackers as neither physical prowess, socioeconomic status, or
academic achievement is favored. Rather it is the demonstration of abil-
ity that is valued. Cyber resistance in all forms throughout its brief his-
tory emerged from this concept of the cyber underground.

Cyber resistance can take at least one of three forms: physical, syn-
tactical, and/or semantic.'”® Cyber resistance in the physical domain
includes interfering with the material form and/or function of a sys-
tem—for example, gaining access to a secure computer laboratory and
defacing, sabotaging, or destroying hardware." Syntactical cyber resis-
tance entails manipulating the software of a system for a purpose not
intended by the developer(s)—for example, some early computer gangs
manipulated the code on video game software so it could be copied and
shared without others having to purchase it."” Finally, semantic cyber
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resistance entails engaging and undermining the discursive norms
and realities of the system.!® Semantic resistance is the most sophisti-
cated form of resistance as it entails not only an astute understanding
of acceptable standards but also the ability to subtly manipulate (or in
some cases, not so subtly destroy) those standards.

The cyber underground, as discussed throughout this chapter, is
the clandestine component of a cyber resistance movement; it is estab-
lished to operate in areas denied to, or conduct operations not suitable
for, the armed or public components. Undergrounds initiate recruit-
ing, training, and infiltration, establish escape-and-evasion networks,
raise funds, establish safe havens, and develop external support.” The
establishment of formal organizations and training programs and the
coordinated penetration of government entities are historic functions
of the underground, as is intelligence and logistics support to these
operations. Undergrounds also often coordinate the engagement of
diaspora communities for financial, logistic, and/or informational sup-
port. Many of these functions require overt movements and/or estab-
lishment of relationships outside the insurgent institution.'

Insurgencies exist in both overt and clandestine domain. Figure 7-1
depicts some of the overt and covert functions of an underground.
Much like undergrounds attempt to both hide and operate in the phys-
ical domain, cyber undergrounds are designed to do the same in cyber-
space. Much of the early activity involves disseminating information
to generate internal and external support, shape perceptions, and set
conditions for broader mobilization."

Undergrounds may evolve to conduct subversive, psychological
operations to undermine and delegitimize the government and cul-
tivate popular support.?’ In the nascent phase, the underground pre-
dominates, but as the movement evolves, either the armed and/or
public components increase in preeminence.?

7.1  Unconventional warfare in cyberspace requires a rich contextual
understanding of the sociotechnical aspects of the cyber ecology.
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Public component activities
Armed component activities
Underground activities

Negotiated settlement

International strategic
communications
Large-scale military and
paramilitary actions

/ Minor military and paramilitary actions \

Shadow governance activities Overt
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Shadow governance activities Clandestine

Increased political violence, terror, and sabotage

Negotiations with government representatives

Intense sapping of morale of government, adminis-
tration, police, and military

Increased underground activities to demonstrate
strength of revolutionary organization

Overt and covert pressures against government; strikes,
riots, and disorders

Intensification of propaganda, increase in disaffection,
psychological preparation for revolt

Expansion of and coordination among resistance networks

Establishment of formalized resistance elements; appeal to
extraterritorial support infrastructure

Spreading subversive organizations into all sectors of life in
a country/region

Penetration into professional, social, and political organizations and into
all parts of society

of these for organizational purposes

Infiltration of foreign agents and agitators, and foreign propaganda material,
money, weapons, and equipment

Increased agitation, unrest, and disaffection, infiltration of administration, police,
and military and national organizations, and slowdowns and strikes

Agitation, forming favorable public opinion (advocating national cause),
creation of distrust of established institutions

Creation of atmosphere of wider discontent through propaganda, lies, and political and
psychological effort: discrediting government, police, and military authorities

Dissatisfaction with political, economic, social administrative, and/or other conditions;
national aspiration (independence) or desire for ideological and other changes

Figure 7-1. Covert and overt functions of an underground.
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The Hacker Ethic

The cyber underground did not necessarily arise with malicious
intent or even a political objective; it began with students seeking to
push the bounds of academic stricture and explore the technological
potential of computing. The roots of cyber resistance lie in the telecom-
munications “phreakers” of the late 1950s and later the early adopt-
ers of Internet technologies who equated hacking with revolutionary
behavior.? The earliest manifestation of a cyber underground culture
is this hacker ethic, a concept that helps describe the behaviors and
drivers of the early computer science and engineering communities
that emerged in technological-intellectual centers around the Massa-
chusetts Institute of Technology (MIT) in Cambridge, Massachusetts,
and Stanford University in Palo Alto, California, in the late 1950s.
These were the first generation of scientists, engineers, and mathemati-
cians who rejected the bureaucratic obstacles that prevented them from
exploring the technological systems that stimulated their intellectual
curiosity.? The initial cause or belief system was ambiguous beyond the
free access to information; however, from this a “hacker ethic,” or a set
of aesthetic and ethical imperatives, emerged that include a commit-
ment to access, meritocracy, and a belief that computers are the foun-
dation for not only a contemporary form of performance art but also
a utopian ideal for society.?* This would serve as an example for others
to follow.” The hacker ethic, identified by Steven Levy, is more of an
underground code than an official professional society obligation,*
but most acknowledge six principles:

* Hands on Imperative: Barriers to access technology are
inherently wrong, and attempts to avoid or break said
obstacles are justified.?” To truly understand a technological
system, one must have access to it, and restricting access
inhibits freedom.

e Information Wants to Be Free: Information should be freely
available to the curious without restriction.”® Most familiar
with the hacker ethic consider this to be the key principle.?’
Breaking barriers through technological skill and cunning
and/or illegal methods (physical breaking and entering)
are justified.”® To hackers, acquired knowledge is useless if
it cannot be shared.” An example of this manifestation of
the hacker is Aaron Swartz, who downloaded articles from
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JSTOR, an online academic database, and posted them to
public websites.* Swartz was a noted online activist before
the case, and his actions, which brought him no personal
financial gain, resulted in national attention. He was charged
with two counts of wire fraud and eleven violations of the
Computer Fraud and Abuse Act. During the plea-bargaining
stage of his trial, a counter offer was rejected, and Swartz
committed suicide.” He and his case remain an example of
this and other manifestations of the hacker ethic.

o Mistrust Authority: All centralized, hierarchal, and bureaucratic is
not to be trusted. Large institutions, corporations, universities,
and government agencies seek to control and limit individual
autonomy.** This generalized distrust of authorities was
evident in the early cyber gangs, such as Masters of Deception
(MoD), later groups like Anonymous, and even individuals
who worked for some of those authorities. Major security
compromises such as those by Edward Snowden® are viewed
as justified by many due to this principle. Snowden himself
rationalized his behavior using concepts associated with this
aspect of the hacker ethic.

* No Bogus Criteria: Hackers view the cyber underground as
the ultimate meritocracy where individuals are judged by
their technical skill and not by “bogus criteria” such as race,
age, sex, position, education, or socioeconomic status.*®
The Internet is viewed by hackers as a great leveler where
traditional limitations on upward mobility no longer apply.
This component of the ethic was valued greatly by hackers
from urban areas, notably New York City, who viewed
hacking as a new identity without the constraints of poverty
and racism experienced in the physical world. ¥

*  Truth and Beauly Can Be Created on a Computer: Hacking is
considered an aesthetic pursuit by hackers; itis a combination
of technical skill, artistry, and creativity.”® Those who see
hacking as techno-art consider it less a set of skills or even
academic discipline but a philosophy—a means through
which one can conceptualize one’s world.*

o Computers Can Provide a Social Good: Hackers view computers
and, by extension, the Internet as positive forces in humanity
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as they can create things that are good, true, and/or
beautiful. *

Early hackers were driven by curiosity, but by the 1980s, as hacking
become more widespread, the same drivers were not necessarily there.
By the 1990s, the intent of many hackers became somewhat malicious
with the goal of violating computer systems and exchanging informa-
tion in the underground to build credibility.* Some contemporary
hackers criticize those who consider themselves hackers for lacking the
technical skills of their predecessors.* The more technically inclined
resent those who aspire to affiliate for the social status instead of pure
intellectual curiosity.*” Some suggest the majority of contemporary
hackers not only do not uphold the hacker ethic but are largely igno-
rant of the original hackers who created it.** In fact, some even sug-
gest the modern cyber underground is a “toxic technoculture” that is
misogynistic, homophobic, and racist.*> Much like groups and crowds,
the Internet can afford the individual sufficient anonymity to take risks
and/or perform actions they would be unwilling to perform as indi-
viduals.*®* When taken to the extreme, crude and even cruel behaviors
can emerge.

This is not to say that all those who consider themselves hackers are
intolerant, but rather that a recent trend in some online communities
suggest a radical decrease in tolerance and an increase in bullying. ¥/
That said, often the recognition and/or perpetuation of these concepts
becomes a shibboleth of sorts; members of Anonymous often relied on
conveying this information as a demonstration of insider status, fur-
ther reinforcing a hacker identity. **

CYBER UNDERGROUNDS AS ORGANIZATIONS

d

The underground is one of four components of a resistance move-
ment. Itis defined as “a clandestine organization established to operate
in areas denied to the armed or public components of conduct opera-
tions not suitable for the armed or public components.™ The other
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three components are the armed component, the auxiliary, and the
public component. The Internet makes it easy to find communities of
similar ideological interest, where grievance can be aired, sympathy
generated, and success stories shared, all of which increase an indi-
vidual’s willingness to act for a particular cause. However, it is the ease
with which tactics, preparatory information, target lists, and the like
can be placed into the public sphere, lowering an individual’s fear of
failure and/or fear of consequence where cyber’s revolutionary power
is felt the most. Resisters can experience a sense of social belonging,
prepare themselves cognitively to act, and have a blueprint for how the
action can be undertaken without any direct person-to-person contact.

7.2 The Internet facilitates locating and contacting communities
of similar ideological interest. As such, there is no “local” cyber
resistance and building insurgent networks may not require a
physical footprint.

Organizational Structure and Function

This section introduces some of the organizational structural and
functional theories, research, and practice associated with the cyber
underground. Similar to the Human Factors Considerations of Under-
grounds in Insurgencies, this section employs examples from a variety of
organizations, some of which predate the accessibility of the Internet
and subsequently integrated cyber capabilities into their organizations.
Anonymous, the network of weakly connected activists, hacktivist, and
hackers that has grown prominent since its formation in 2003 has been
described as a merger of nihilism and idealism, utopianism and dysto-
pianism, individualism and collectivism, and negative and positive lib-
erty ideals.”® Other types of resistance movements rose in conjunction
with communications technologies and proliferated with the Internet.
Some of the organizations in these types of groups have hierarchal
structures, while others are flatter, and some, such as Anonymous,
claim to have no structure but are rather amorphous collectives that
cannot be defined using traditional industrial and organizational psy-
chology constructs.

Advances in information and communications allowed resistance
organizations to compete on a level playing field with (and in some
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cases develop an asymmetric advantage over) state actors.” Computer
technologies ease the distribution of information required to support
a leaderless or limited hierarchy-type resistance movement. Leaderless
organizations are essentially flat; there is no single individual in charge,
and in some cases, all members have equal authority. The informality
that leaderless groups afford is often appreciated by less-experienced
personnel who tend to feel more valued. Leaderless groups can func-
tion well when there is a clear objective (or rationale for forming a
group), and members are relatively psychographically and/or demo-
graphically homogenous. However, it can be difficult to sustain a lead-
erless organization as individual priority can create not only confusion
but also discord among members. This was evident with Anonymous
as some Anons believed the collective should become more proactively
political, while others eschewed such mainstream forms of activism.*

Unlike traditional organizational constructs, these networks do not
require physical infrastructure, geographic collocation, or even indi-
vidual notoriety.” Political pressure no longer requires the aggrega-
tion and assimilation of committed individuals into an organizational
structure, thus potentially broadening the appeal to individuals tra-
ditionally disinterested in formally affiliating with a group as a result
of the risk associated with physical collaboration or, more banally, the
time required to attend meetings. The lower barriers to entry and less-
demanding temporal requirement can both broaden the appeal of
movements yet hinder their growth due to the diffusion of responsibil-
ity or individual inaction as a result of presuming another will act.

7.3 Leaderless or limited hierarchy-type resistance movements can
maintain operational security without the requirement for
sophisticated physical security tradecraft.

With virtual communities, there is not always a vetting and/or accul-
turation process, and thus there is not the same discipline or unity of
effort seen in small, clandestine organization.>* In some cases, this has
made the groups somewhat easier to infiltrate, while in others it delib-
erately kept the size of the core group rather small. Politically divisive
issues often catalyze the formation of virtual networks that organize to
discuss, plan, and sometimes act. An example is the Tibet Autonomous
Region, which presents challenges with official relationships with the
People’s Republic of China (PRC). Because of the geographic isolation
of Tibet and the relative inability of Tibetan activists to voice dissent
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from within the PRC, an online “Free Tibet” network emerged to sup-
port the independence movement. The conglomeration of websites
in English, Chinese, and Tibetan are hosted on servers outside China
(often in Europe and the United States), are linked to one another, and
have similar pro-independence sentiments; however, they do not have
a common style, format, themes, messages, or strategies.”” While there
is conceptual commonality among these activities, there is no explicit
C2 apparatus. This affords freedom of action; however, it comes at a
cost because loosely affiliated networks can be more easily co-opted,
distracted, and/or delegitimized.®

There are at least four types of groups that warrant further inves-
tigation: cyber activist, hacktivist, hacker, and cyber terrorist. Some
of the distinctions in the following section may seem academic as all
of these organizations involve technologically sophisticated individu-
als interacting on and with communication technologies for a specific
sociopolitical objective.

Cyber Activist Organizations

Cyber (or virtual) activism refers to normal, non-disruptive use
of the Internet in support of an agenda or cause. Also referred to as
online organizing, electronic advocacy, e-campaigning, and e-activism,
operations in this area include web-based research, website design and
publication, transmission of electronic publications and other materi-
als through email, and use of the web to discuss issues, form commu-
nities of interest, and plan and coordinate activities.** Activist groups
can advance their concerns more rapidly through the spontaneous
formation of distributed networks of concerned individuals. These
ad-hoc, location-independent, and medium-agency networks self-orga-
nize around functional, not geographic, concerns.”” While the rapid-
ity with which these groups can coalesce and act far surpasses that of
a traditional insurgent underground movement, an organizer sacri-
fices control and message discipline for speed.” In some social move-
ments, online activism may be the initial venue; for example, the Arab
Spring movement in Egypt largely initiated on Facebook.” In other
cases, social media simply serves as a distributed broadcast channel for
activists already demonstrating on the streets. The Syrian uprising in
2011 began with people openly defying the Assad regime in the streets,
and afterward individuals shared their experiences on social media.®
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Those experiences were shared (and liked) by others, and awareness of
and support for the movement grew internationally.”!

Online activism can be categorized into awareness/advocacy, orga-
nization,/mobilization, and action/reaction based on a continuation of
action required on behalf of the group by non-group members:®2

® Awareness/advocacy groups aim to publicize a cause and/
or provide information about a particular issue, be it a
political cause or a social issue.®” These efforts may include
a fundraising component or request some low-level of
effort such as donating, signing an online petition, and/
or disseminating information. Individuals who support
the cause at a low level, perhaps donating a small amount,
digitally signing a petition, and/or changing their social
media avatar but not necessarily taking any risks are often
referred to as “slacktivists.”®*

® Organization/mobilization groups seek to not only raise
awareness but generate action on behalf of a particular
cause.®” These actions tend to be planned with sufficient time
to ensure turnout at a particular event is large, reasonably
well-organized, and/or sufficiently focused.

® Action/reaction groups tend to be those with a relatively
tight yet focused core, with a larger set of more regular
contributors. These groups tend to be more aggressive and/
or geared toward more rapid operations, be they flash mobs
or protests in response to a particular event.®

The Occupy Wall Street (OWS) protest movement transitioned
from virtual to physical on September 17, 2011 in New York City. OWS
is an example of an organization/mobilization®” effort that started
online in February 2011 by Canadian anti-consumerist and pro-envi-
ronment group Adbusters® and grew into a civil disobedience move-
ment that involved tens of thousands of participants over months.®
The movement arose in the wake of the Arab Spring (described later
in this chapter) to attempt to hold responsible the private organiza-
tions who contributed to the Great Recession and the global income
disparity between the haves and have nots. On July 13, 2011, Adbusters
distributed an email to an approximately ninety-thousand-person list-
serv with the hashtag #OccupyWallStreet and a date of September 17,
2011." The popularity of the hashtag grew and spread to social media
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venues, which resulted in the sharing of revolutionary materials from
electronic books, to manifestos, to how to guides.”” By August 2011,
activists began meeting in public parks to plan and organize for Sep-
tember 17, 2011.”> OWS was a leaderless resistance movement that
employed an assembly as a decision-making body, whereby participants
attempt to reach consensus.” In addition to the main assembly, addi-
tional working groups and/or committees emerged to discuss and plan
for specific contingencies.” Much of the organization was bottom-up
and actively avoided the emergence of a single authority or leader. In
September 2011, the encampment at Zuccotti Park in Lower Manhat-
tan New York City, where the ad-hoc arrangement of tents produced a
shantytown visual that harkened back to the Hoovervilles of Central
Park during the Great Depression, housed between one hundred to
two hundred individuals. As the numbers grew, so did attention, and
the New York City government ordered the park vacated on October
13. There was open defiance to this order, but no attempts to forcibly
remove the protesters were made until the New York Police Department
cleared the park on November 15. Despite the egalitarian approach to
group decision-making, the lack of a centralized set of objectives and/
or a coherent narrative was attributed to the lack of strategic success
of the movement.” Nevertheless, OWS exemplifies the evolution of a
social movement from a purely online communication of grievances to
a large-scale physical operation that gained global notoriety.”

Hacktivist Organizations

Hacktivism refers to the amalgamation of hacking and activism; it is
the exploitation of computer systems (hacking) for a political purpose
that brings methods of civil disobedience to cyberspace.”” Hacktivist
tactics include a litany of constantly evolving techniques, often at the
leading edge of information security. Included among them are virtual
sit-ins, automated email bombs, web hacks and computer break-ins,
and computer viruses and worms. Hacktivist groups can take the form
of cyber-centric organizations whose sole modus operandi is the use
of hacking to achieve their objectives or a more traditional resistance
movement that exploits cyberspace for various operational purposes.
Groups include Critical Art Ensemble 1984 Network Liberty Alliance,
Cypherpunk, and the Electronic Disturbance Theater (EDT) amongst
others. Many of these groups, tend to use illegal techniques for what
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they perceive to be a social good. For example, EDT’s virtual sit-in to
stop the Mexican government’s crackdown on the Zapatista revolution-
ary movement is a form of a DDoS) attack.™

Early adopters of Internet-based technologies identified this new
medium as an ideal electronic space for cultural and political resis-
tance.” On October 16, 1989, computer systems at NASA’s Goddard
Space Flight Center in Greenbelt, Maryland, were infected by the
Worms Against Nuclear Killers (WANK) worm. The attack was exe-
cuted by a loosely affiliated group of anti-nuclear weapons activists.*
The disruption was not catastrophic; if the user’s terminal became
infected, it displayed a WANK logo and short message that the system
had been “WANKed.”* This attack was one of the earliest, and oddest,
instances of hacktivism, as the perpetrator was the son of Robert Mor-
ris, the chief cryptographer of the NSA.

Anonymous is notable for its ability to maintain a stable, collective
identity despite the relatively loose ties between members, and the ethic
and socioeconomic heterogeneity amongst its members.” What were
considered heretofore necessities in developing cohesive organizations,
Anonymous eschewed yet was able to achieve specific tactical objec-
tives.** Anonymous can best be described as a dynamic, low-density net-
work® with the number of nodes increasing and decreasing depending
on a particular focus.?* As the Interest in the Anonymous’ operation
against the Church of Scientology grew, a geographically based cell
structure became evident.*” The connective strength within cells was
greater than that between cells, suggesting a cliquish network more
than a homogenous organization.®

Hacker Organizations

Hacking refers to the intentional manipulation of computer hard-
ware or software for a purpose for which it was not necessarily origi-
nally intended. What began as a subculture within the counterculture
movement during the 1960s became an international underground
and is now considered a community.”” Hacking includes gaining
access to secure databases, defacing websites, or disrupting Internet
traffic. Groups in this category include Anonymous Anarchist Action
Group--A(A)A, Cult of the Dead Cow--cDc and/or Hactivismo, 1984
Network Liberty Alliance, LulzSec, Syrian Electronic Army (SEA),
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CyberCaliphate, Chaos Computer Club, Global kOS, The Level Seven
Crew, globalHell, TeaMp0OisoN, Network Crack Program Hacker Group,
Masters of Deception (MoD), and MilwOrm.MoD, who was noteworthy
for a number of hacks, principal among them was compromising the
Regional Bell Operating Company (RBOC) system. MoD used the sys-
tem by falsifying permissions and access to avoid being charged Bell’s
fees to communicate with one another and play pranks on rival hacker
gangs. Ultimately, five members were indicted and pled guilty to fed-
eral charges.®

Cyber gangs are hacker groups that resemble street gangs in demo-
graphics that are both curious about computer/information tech-
nology and socially non-conformist.* During the 1980s, cyber gangs
emerged in many urban areas. Their members were typically adoles-
cent males who possessed an intellectual curiosity about computing but
whose families may not necessarily have had the resources to purchase
hardware or subscriptions to publications or online services.”The
locally based gang model is less prevalent in the twenty-first century,
largely as a result of the Internet; however, the incorporation of crimi-
nal hacking by many terrorist networks seems to have reinvigorated the
gang model.

Some hacker organizations tend to eschew hierarchy on principle
and tend to function more as a loosely organized collective than an
organization. Hacker organizations tend to lack hierarchy and most
members are on an equal level. If there is a leader, it is typically the
individual who founded the group. Divisions of labor can be identi-
fied, roles and tasks are often established on an ad-hoc basis. Rarely is
someone ordered to perform a particular task. * Over time, as a situ-
ation demands or technical specialties emerge along with a require-
ment, individuals may fall into set roles or responsibilities within a
particular group.”

While hacker groups often have strict behavioral norms, hacker
organizations may lack the cohesion of underground organizations
that have greater physical interaction. The interpersonal relationships,
while nonetheless important, do not seem to be as important as they
are in more traditional insurgent undergrounds.” In many cases, mem-
bers of hacker organizations more readily cooperate with authorities
than organized crime organizations, terrorist cells, or gangs.”*
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Cyber Terrorist Organizations

The term cyber terrorism refers to the use of cyberspace to commit
terrorist acts and, like the term terrorism, is more of a classification
of tactics than a type of group. Cyber terrorism covers sociopolitically
motivated hacking operations intended to cause grave harm such as
loss of life or severe economic damage.”” Operations in this domain
include penetrating SCADA systems to interfere with water purification
plants, air traffic control, or metropolitan traffic management system,
as well as hospital electronic recordkeeping databases and investment
bank transaction records. Sophisticated non-state organizations such
as al Qaeda, Hizbollah, the Islamic State, and various Mexican drug
cartels”® conducted, or expressed interest in conducting, such opera-
tions.”” Hizbollah, an organization that entails a paramilitary force, a
terroristic network, and a legitimate political party, was considered the
most sophisticated terrorist organization in cyberspace;” however, they
likely have been surpassed by the Islamic State, among which are the
most sophisticated cyber profiles.”

Cyber terrorism, according to the North Atlantic Treaty Organiza-
tion (NATO), entails a cyber attack using or exploiting computer or
communication networks to cause sufficient destruction or disruption
to generate fear or intimidate a society into an ideological goal.'” As of
this writing, there are few examples of a group existing solely in the vir-
tual space planning and executing an act of cyber terrorism. More typi-
cally, there is a cell or an external group loosely affiliated with a group
classified as a terrorist organization conducting operations on behalf
or in support of that organization. Cells can be organized to accom-
plish different workflows and maintain security.'” When possible, cells
may be arranged in series, like an assembly line, or arranged in parallel
(see Figure 7-2). These can conduct work independently and report up
a chain of command. Parallel cells are also sometimes set up to confirm
or disconfirm information independently or set up as backups in case
one cell is compromised.'*
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Figure 7-2. Cells in series and parallel.

Anonymizing technologies are increasingly used to maintain opera-
tional security, and as a result, physical and/or structural approaches to
security are rendered obsolete.'”® The Islamic State advised against using
the onion router (TOR), software developed for the US Department of
Defense and distributed by the US Department of State that enables
anonymous communication by directing Internet traffic through a
worldwide network of relays.'”* Instead, they recommend both Tails
and Pretty Good Protection (PGP) software on various platforms to
communicate within its organization and with promising recruits.'”
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These anonymizing technologies enable a movement to interact with
potential supporters and thus grow in personnel and resources, while
minimizing the risk of compromising operations security. For more on
these technologies, see chapter 4 of this book.

Table 7-1. Cyber organizational taxonomy.

Type of Description Example
Organization
Cyber gang Groups that resemble Masters of Deception
street gangs in demo- (MoD)

graphics (adolescent
males in urban areas) that
are both curious about
computer/information
technology and socially
non-conformist.

Cyber Activist | Groups that seek to MoveOn.org, Act Now to
advance a particular Stop War and End Racism
agenda through the nor- | (ANSER)

mal, nondisruptive use of
the Internet in support of
an agenda or cause.

Hacktivist Cyber-centric organiza- Critical Art Ensemble 1984
tions whose sole modus Network Liberty Alliance,
operandi is the use of Cypherpunk, Project Cha-
hacking to achieve their | nology, and the Electronic
objectives or a more Disturbance Theater

traditional insurgent
movement that exploits
cyberspace for various
operational purposes.
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perform the intentional
manipulation of computer
hardware or software for
a purpose for which it was
not necessarily originally
intended.

Type of Description Example
Organization
Hacker Groups that exist to Anonymous Anarchist

Action Group--A(A)A,
Cult of the Dead Cow--cDc
and/or Hactivismo, 1984
Network Liberty Alliance,
LulzSec, SEA, CyberCa-
liphate, Chaos Computer
Club, Global kOS, The
Level Seven Crew, glo-
balHell, TeaMpOisoN,
Network Crack Program
Hacker Group, MilwOrm

Cyber Terrorist

Cyber terrorism covers
sociopolitically moti-
vated hacking operations
intended to cause grave
harm such as loss of life or
severe economic damage.
These groups are typically
cells within organizations
classified as “terrorists.”

Cells within al Qaeda, Hiz-
bollah, the Islamic State,
and various Mexican drug
cartels

THE CYBER AUXILIARY

v

The auxiliary is a component of a resistance movement defined as
the support element of the irregular organization whose structure and
operations are clandestine in nature and whose members do not openly
indicate their sympathy or involvement with the movement."”®* Members
of the auxiliary are more likely to be occasional participants of the
insurgency with other full-time occupations. The cyber auxiliary is the
support element of a cyber organization (or loosely affiliated network)
whose structure and operations are clandestine in nature and whose
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members do not openly indicate their sympathy or involvement with
the irregular movement. Given the transient nature of the cyber under-
ground, it is fair to say the vast majority of individuals operating online
are more a part of the auxiliary than the underground. While some
cyber organizations have a more structured and disciplined under-
ground, many are far less rigid and often allow individuals to come
and go. This lower barrier to entry allows for a much larger potential
base of support but can also be a security vulnerability as the organiza-
tion may be more susceptible to penetration by rivals or security forces.

Leadership

An underground must recognize the underlying socioeconomic
and/or political grievances and seek to organize that dissatisfaction
into a coherent narrative to form a broader base of support. Upstart
resistance movements are often headed by leaders who are charismatic.
Much of the early activity involves disseminating information to gener-
ate internal and external support, shape perceptions, and set condi-
tions for broader mobilization. Several other strong personality traits,
some bordering on psychopathologies, may be associated with resis-
tance leadership and may affect, hinder, or sometimes help a would-be
underground leader. Charismatic leaders can often co-opt and ulti-
mately redefine the social reality value for the group; this behavior is
more prevalent in cults than radical groups, often to a much greater
degree. Small groups, however, are vulnerable to co-option by the char-
ismatic individual who can effectively manipulate the perceptions of
others through emotional appeals, symbolism, or isolation.!”” The social
reality value of the group depends on internalizing group standards of
value, including moral standards'® and can determine whether or not
an individual remains in the underground.

Some charismatic hackers either exploit others to gain access and/
or manipulate those more skilled to act on their behalf."” Chris Gog-
gan, known as Erik Bloodaxe, a founding member of Legion of Doom
(LOD) was able to convince others to perform hacks to prove their mer-
it.""” Bloodaxe’s behavior did not seem particularly manipulative, but
more of a means of establishing bona fides for potential LOD members.

Some hackers become leaders of a movement as a result of their
imprisonment, as a public face of an underground cause. While Kevin
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Mitnick did not endure the tribulations or achieve the notoriety of
Bobby Sands,"" ''* his notoriety and capacity to influence others only
grew after his arrest and trial. Kevin Mitnick is an American hacker who
rose to prominence within the cyber underground through a combina-
tion of detailed knowledge of information systems with empathy for
employees in particular roles.""* Mitnick’s tactics (described in a later
section) spread through the cyber underground via his close associates,
particularly those who embodied the hacker ethic, and ultimately via
mainstream media after he was imprisoned."* Mitnick was viewed as a
scapegoat by his supporters, an individual who was punished because
of his ability to exploit flaws in software/hardware design as well as
organizational cultural ignorance of cybersecurity."® Despite never
financially profiting from these exploits, Mitnick was charged with
the financial value of intellectual property, which was perceived to be
inherently unfair amongst the hacker underground."® As a result, Mit-
nick became the temporary face and name of the late twentieth cen-
tury manifestation of the hacker ethic.

The Islamic State, despite its extremist ideology and near fetishiza-
tion of violence,'” is not governed by madmen but rather by individuals
with heterogeneous backgrounds, mental models, worldviews, psycho-
logical characteristics, and leadership styles.'® This diversity appears to
extend to the CyberCaliphate and other cyber auxiliaries that support
the ISIL. Contemporary insurgent movements have seen the emer-
gence of ideological leaders through cyberspace. An example is Anwar
al-Awlaki, the American imam and al Qaeda in the Arabian Penin-
sula (AQAP) leader, who burnished a reputation through his lectures,
publishing CDs originally through Islamic bookstores and ultimately
online."” Awlaki did not rise through prominence through local orga-
nizing or battlefield exploits but virtually interacting with individu-
als who had questions about his lectures and sermons posted online.
Over years, his message became increasingly militant, at times directly
encouraging travel to Yemen to join AQAP or take up violence closer
to home, as was the case with US Army Major Nidal Malik Hasan the
psychiatrist who fatally shot thirteen and wounded thirty at Fort Hood,
Texas in 2009.'%
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7.4 The personalities of key leaders can also have a strong influence
on the operations of resistance movements, particularly during
their early stages. Charismatic leadership in cyberspace may take
on different forms but is typically accompanied by the technological
skills often associated with elite hackers.

Criminal Nexus

Cyber resistance organizations often require contact with career
criminals and organized crime elements, particularly those in oppres-
sive regimes, to accomplish tactical objectives. Most armed insurgen-
cies at some point use criminal activities such as theft, smuggling, or
extortion as a means of fundraising. Criminal connections are a threat
to the groups in more ways than one, threatening their ideological
legitimacy and their support from the populace and tempting mem-
bers to become swept up in a different lifestyle and social network.
Criminality may be viewed as distasteful by many of the more ideologi-
cally or politically motivated insurgents, particularly those drawn in for
political or ideological reasons.'”? Cyber resistance organizations are
similar in this case as the nexus between social movements, particularly
those in oppressive regimes, and criminal enterprises can be difficult
to distinguish.

Computer crimes first became prominent within the corporate
world in the 1970s. The majority involved low- to mid-grade employees
with computer skills who perpetrated some sort of financial malfea-
sance or fraud against their employer.'** A more destructive trend began
in the 1980s where the intent was to render information unusable but
not necessarily steal it."”® With the 1990s emerged the dissemination
of sophisticated viruses with destructive power that brought notoriety
to the perpetrator.” The turn of the twentieth century gave rise to
the confluence of hacking and organized crime,'*® a convergence with
significant operational implications for cyber resistance movements.
Evgeniy Mikhailovich Bogavhev, a Russian hacker known as “Slavik”
was implicated for association with not only Russian organized crime
but also Russian military and intelligence organizations.'*® Slavik devel-
oped custom malware and rented his botnets to compromise online
banking systems and even doxx Georgian intelligence officers and
members of an elite Turkish police unit.!?” A doxx agent maliciously
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seeks to unearth and expose private information about a person on
the Internet. These types of mercenary intelligence operations can be
a significant, and possibly necessary, aspect of cyber resistance opera-
tional security.

The twenty-first century observed an increasing sophistication in
cyber crime; it is increasingly organized, creative, and impactful.'®®
These crimes range from bank fraud to hacking casinos,'*” to remotely
shutting down industrial equipment and holding the factory”® or hos-
pital in the United States' or United Kingdom'? for ransom or even
commandeer a bank’s online operation.'”® Many law enforcement
organizations established cyber-crime centers, cells, boards, bureaus,
and working groups to assess and interdict these threats. While leg-
islation has not yet caught up to the information age, much support
provided to insurgent movements entails material support through
the Internet. As cyber law evolves, the set of hacktivist and/or hacking
tactics that are considered illegal grows, and thus many cyber activists
themselves will commit criminal acts to further a sociotechnical and/
or political objective.

MOTIVATIONS UNDERLYING CYBER RESISTANCE

e

Determining the why of underlying human behavior is one of the
most challenging theoretical and methodological aspects of psycho-
logical science. Individuals may not truly understand the underlying
motivation of their behavior and, even if they do, may be reluctant to
share it with either researchers studying them or an organization of
security forces interrogating them after an arrest. Nevertheless, a num-
ber of inferences can be drawn about why from each what and who
within the cyber underground. The following sections discuss some of
those inferences.
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Underground Cyber Psychology

Cyber Psychology is the study of mental processes and behavior in
the context of interaction and communication of both humans and
machines.”* The field of study is broader than those inhabiting the
cyber underground, but its principles and research contextualize the
individual mentalities and behaviors of those within the cyber under-
ground. The following sections attempt to explain the hacker psyche, as
well as some of the demographic and psychographic attributes typically
ascribed to hackers either by themselves or researchers studying them.

The contemporary use of “hacker” typically refers to an individual
who attempts to penetrate security systems on remote computers.'* The
historical, at least dating to the 1950s, meaning of the term “hacker”
referred to an individual capable of creating hacks, or elegant, unusual,
and unexpected uses of technology.””® Hackers tend to be attracted to
technical challenges and judge the interest of work or other activities
in terms of the degree of difficulty and/or the technological novelty
of the tools/systems they explore if successful.'*” Satisfaction derives
from the exploration process, the study, and the ability to learn and
ultimately overcome the obstacles that restrict access to a computer sys-
tem."”® Intellectually curious but not necessarily possessing scholastic
aptitude, hackers often consider themselves scientists who use comput-
ers as laboratory tools to examine a complex living system that connects
humankind." The hacker mindset is independent of the particular
medium in which the hacker works;'* it is not restricted to computer
hardware/software. Many apply the convergence of technology and art
to a variety of problem solving or exploratory challenges.'*!

As there is no terrorist psychological profile,'*? there is no single
hacker profile, although there seems to be more psychological similari-
ties amongst hackers than evidenced amongst terrorists. However, like
any composite profile, there are individuals who may not exhibit any
of the characteristics described. The most prevalent traits of a typical
hacker are a person of above-average intelligence, high intellectual curi-
osity, and technological self-efficacy."** Aspiring hackers tend to demon-
strate above-average intelligence (although they tend to under-achieve
academically) and often display sound technical and problem-solving
abilities when they are interested in the problem.'**The ability to men-
tally absorb, retain, and reference large amounts of detailed informa-
tion is common amongst elite hackers as their analytic intelligence and
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memory enables them to solve technological challenges intuitively.'*

The stereotype of hackers as intellectually narrow is more a misnomer
resulting from their hyper focus on a particular task; they ignore more
mundane requirements in pursuit of sating an intellectual curiosity.'*

7.5 There is no single hacker profile, although there are consistently
observed behaviors—for example, having an intense focus
on a particular technical challenge at the expense of the
more mundane."*”

Hackers tend to be relatively individualistic and nonconformist,'®
with a general disdain for authority that often manifests in rebellious
behavior."* Authority figures typically start with their parents and then
extend to adults in general, systems administrators, and/or representa-
tives of the legal system."”” Adolescent hackers are often indiscreet and
attention seeking, sometimes fabricating exploits to gain notoriety and
respect in the underground.” Unstable home lives including paren-
tal conflicts, custody changes, and/or financial challenges requiring
frequent moves are not uncommon amongst hackers."® The resultant
instability can manifest in fear, distrust, and/or insecurity from which
individuals escape by turning to the Internet for companionship, social
support, and/or and intellectual distraction from emotional distress.'”?
Frustration can also manifestif hackers, particularly adolescents, do not
measure up to peers academically and/or athletically and thus perceive
themselves to be lower in the social hierarchy and unable to advance.*
The solace found in online life can appear as social alienation to their
peers,'” and seeking out and operating within the underground is a
form of escapism. '*°

The aforementioned tendency to come from unstable home lives
often provides a motive to creating an underground cyber resistance.
The combination of escapism, in this case from the discomfort of
domestic reality, provides a productive and creative outlet.'” For many
hackers, the satisfaction they find in challenging the authorities, first
among them the police and security professionals, feeds their egos.'*®
Some hackers who demonstrate high ego strength, a combination of
confidence in their ability and a strong sense of their identity, view
law enforcement efforts as feeble, bordering on the humorously inept,
and thus derive satisfaction from being chased.” The prevalent anti-
establishment views of the underground world in which many hackers
operate are usually aimed at organizations and agencies that in their

226



Chapter 7. Human Factors Considerations of Undergrounds in Cyber Resistance

eyes want to hinder technological development and free circulation of
information through a market monopoly.'® This aim began with the
telephone companies but extended to software giants, Internet service
providers, and government regulatory bodies. '*!

The in-group bias of hackers suggests they tend to have limited
capacity for emotional awareness and often struggle with relation-
ships.’®? It is not clear whether they suffer from specific impairments
or whether their behavior is a consequence of their tendency toward
self-absorption, intellectual arrogance, and impatience with people
and tasks perceived to be wasting their time.'®® Hackers often comply
with the stereotype threat'® ' of the geek: withdrawn, relationally
incompetent, sexually frustrated, and desperately unhappy when not
submerged in his or her craft.!®® While a cliché, the archetype resonates
with many hackers. Hackers tend to be especially poor at confrontation
and negotiation,'”” often succumbing to the projection bias whereby
they presume others have the same worldview, skillsets, and objectives.

Hackers’ motivations are typically not political or financial. How-
ever, as the underground evolved, so have the inhabitants, and con-
temporary motivations involve illegal activities for either financial
gain or community notoriety.'®® Hackers are generally only very weakly
motivated by conventional rewards such as social approval or money'"
and tend to value self-efficacy and autonomy over material wealth.'”
Satisfaction derives from the technical conquest over a given system.'”!
This pursuit, when taken to the extreme, can manifest in delusions
of grandeur and an over-exaggerated sense of self-efficacy regarding
their ability to gain and maintain access to a particular system.'”? High
self-esteem serves as a counterweight to the frustration caused by lack
of recognition from those outside the hacker underground who cannot
appreciate the skill or determination required for a particular hack. '™

Many hackers have an altruistic view of their activities and prefer
to be remembered for having changed things for the better, contribut-
ing to improved computers and making them more powerful and user
friendly.™ Some consider hacking as a tool with which to face many
political and social problems—techniques that can be used to defend
oneself from violations of the principles that govern the online world,
from the attacks of the physical world they consider morally corrupt,
such as the attacks against the civil liberties of both hackers and all
other users.'”” Most hackers are eager to share the discoveries, know-
how, and information acquired during their raids with other members
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of the underground.””® For hackers, the real crime is not hacking but
rather hiding the truth."”” Hackers perceive their role as defending the
right to information and making information free and accessible to
those who seek it, despite the attempts of those organizations (corpo-
rations, government agencies) who seek to control information and
profit from its restriction.'” Those organizations often criticize hackers
as anarchistic; however, the objective of most hackers is to abolish all

rules, thus replacing unfair, existing rules with new ones that guaran-

tee greater security and equal access to all users.'”

Hackers tend to be somewhat meticulous, but that fastidiousness is
often relegated to their own setup (or space where they conduct their
hacking) and/or procedures, often preferring specific tactics or pro-
gramming languages over others to the point of intolerance.’® This
personality trait can manifest in a kind of technological intolerance or
even bigotry that causes interpersonal rifts.'® Accordingly, many tend
to be careful and orderly in their intellectual lives yet chaotic elsewhere,
demonstrating a keen mental composition but the outward appearance
of absentmindedness." Many addictive and obsessive behaviors can
be found in the hacker underground;'®® however, the research to date
has not identified whether these individuals actually meet the diagnos-
tic criteria for a mental disorder or the behavior is simply the hyper-
focus many believe necessary to accomplish particularly difficult hacks.
Hackers tend to dislike tedium, nondeterminism, and/or the banality
of everyday life.’** O"» " demonstration of one’s skills and abilities can
have a therapeutic effect for some,"® and thus hacking can be a con-
scious form of self-soothing but occasionally at the expense of other
aspects of daily life.

Many hackers have a strong sense of humor,'®® which often mani-

fests in pranking behavior or attempts at “lulz.”'®” 88 A portion of the
cyber underground also views hacking as a modern manifestation of
technological pranking. A number of individuals involved with the
Anonymous collective prioritized having fun and viewed themselves as
technologically sophisticated tricksters, not malevolent cyber actors.'?
The purpose of an Anonymous 2006 raid on the online game “Haboo
Hotel” was to protest what they perceived as a racist game played by rac-
ist placers.”® Anons manipulated the game’s avatars to reflect stereo-
typical symbols of African American culture as a means of brining this
perceived racism to light.!! This latter behavior typifies Anonymous in
that the majority of Anons participate to display their wit.'*2
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A hacker is a technologically proficient individual with a deep
knowledge of and affinity for computing, while a hack is a non-obvious
and innovative use of technology.’® Table 7-2 includes a set of labels
and descriptions for different types of hackers. It is important to note
that these are labels computer security researchers use to classify indi-
viduals to better understand various phenomena. They are not nec-
essarily how an individual hacker may describe him or herself. This
categorization is a logical starting point to better understand any
potential differences. There is a secondary categorization with the
aforementioned categories that were further classified by four motiva-
tions: revenge, financial, notoriety, and curiosity."”* The limitation of
this circumplex' " model to revolutionary and insurgent warfare is
that it describes cyber criminals. While many revolutions and insur-
gencies are required to break the law in some manner, labeling those
groups and/or individuals as “criminal” may not be accurate. First, it
presupposes the inherent rightness of the relevant legal system, and
second, it undermines the moral and/or political goals of those individ-
uals and groups. This typology, or classification based on psychological
factors, is unlikely to apply to those in groups that view cyberspace as a
medium through which art and civil disobedience should converge for
the common good. Furthermore, the labels are not necessarily mutu-
ally exclusive, and an individual may meet the criteria for a set of labels
over his or her career or even at one time as many hackers tend to have
multiple online identities.

Table 7-2. Hacker taxonomy.

Type Description

White Hat Hackers | White Hat hackers find and exploit computer
systems vulnerabilities to make the systems more
secure.””” They tend to adhere to the hacker ethic,
with slight deviations as much of their work is to
secure proprietary information.'"
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Type

Description

Black Hat Hackers
(Crackers)

Black Hats are malicious hackers (or “crackers)
who find and exploit system vulnerabilities gener-
ally for personal gain, be it profit or notoriety.'"
The term cracker originally referred to those who
removed the protection from commercial software
programs. The term has evolved to refer to hack-
ers with more malicious intent; those that seek to
do damage for the sake of damage and are thus
rarely involved in computer security.?"

Gray Hat Hackers

Gray Hats are those who are not easily classified as
white or black and may actually perform functions
of both at different times.?” Some consider the
Gray Hat hacker the most ideologically congruent
with the early hackers as they tend to be highly
skilled yet disdain labels.**

Wannabe Lamer

Lamers are aspiring crackers who lack experi-
ence, skills, and the wherewithal to acquire the
abilities via study and/or trial and error without
learning.?”® They are attracted to the underground
because of the camaraderie as well as the faddish-
ness of hacking. They tend to lack the intellectual
curiosity, diligence, and/or ethics of traditional, or
aforementioned hackers.?"*

Script-kiddie

Script-kiddies are aspiring hackers that use exist-
ing computer scripts or code to gain access to a
system for the purposes of defacement or infor-
mation exfiltration.?” These individuals lack the
skills and/or experience of full-fledged hackers
and, at times, may be manipulated into perform-
ing illegal activities.??

Military Hackers

These are professional hackers whose work is a
component of their service in their nation’s armed
forces.?”” They are typically highly skilled and well
trained, some of who were recruited from or at
least had experience in the underground prior to
enlisting or recruitment.
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Type Description

Government Agent | These hackers, often recruited from the under-
ground, are typically employed by the intelligence
apparatus of a nation. They seek to gain access

to systems and/or information for the purpose of
espionage or counterespionage.?’®

Phreakers Also called Phone Phreakers or Blue Boxers,
there are few of this type left. These are people
who attempt to use technology to explore and/
or control the telephone system. Originally, these
activities involved the use of “blue boxes” or tone
generators, but as the phone company began using
digital instead of electromechanical switches, the
phreaks became more like hackers.?”? Phreaking
is a technique that consists of using computers or
electrical circuits to generate special tones with
specific frequencies or to modify the voltage of a
telephone line.*"

Virus Writers Virus writers are people who write code that
attempts to reproduce itself on other systems with-
out authorization.?' These individuals develop
code that is often implanted by other hackers who
seek to compromise a system to display a message,
play a prank, or destroy a computer or computer
network.?'?

Pirates Pirates are modern-day crackers whose primary
goal is to overcome measures used to prevent the
unauthorized duplication of software.*”* Those
who accept the hacker ethic simply gives away the
software once it is copied, while others seek to
profit from their efforts.>

Cypherpunks (cryp- | Cypherpunks freely distribute the tools and meth-
toanarchists) ods for making use of strong encryption. Some
cryptoanarchists advocate strong encryption as

a tool to completely evade the state, by prevent-
ing any access whatsoever to financial or personal
information.?"
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Type Description

Anarchists Anarchists are committed to distributing informa-
tion, particularly illegal information, at any cost.
Some take the “Information is Free” dictum of
the hacker ethic to the extreme and may facilitate
illegal sharing of child sexual abuse depictions or
other illicit transactions on the dark web.*'®

Cyberpunk Cyberpunks are amalgamations of the hacker and
punk rock scenes with interests in bio-hacking
(particularly their own bodies), science fiction,

and non-mainstream applications of technology.?'”

Carders Carding, credit card number fraud, is a technique
that consists of appropriating credit card numbers,
usually obtained by violating the systems of banks
or financial agencies and using them to make
long-distance phone calls or to buy goods without
the cardholder’s knowledge.*"®

Cyber Mercenary These individuals are often former military hack-
ers or government agents who venture out on their
own. Some are Gray Hats, but many in this cat-
egory who work for profit are typically considered
Black Hats.*"?

A conscious consideration when addressing Part II of Human Factors
Considerations of Undergrounds in Insurgencies was dispelling the “terror-
ist/insurgent as psychopath” myth. A similar approach is necessary here
to address the “autistic hacker” misconception®?#! that seems almost as
prevalent.?**** This misconception attributes antisocial cyber behavior
to the underdeveloped social skills typically associated with those along
the autism spectrum.?* Much like the notion that because terrorism
is violent crime, those participating in it must exhibit higher rates of
psychopathology, there is little empirical support for individuals along
the autism spectrum being more likely to engage in cyber crime than
others.?”” In both misconceptions, there are likely examples that sup-
port the myth?*® but far more that do not as more nuanced descriptions
of roles beyond the broad categorization of “terrorist” or “hacker.”

Hackers are capable of violating not only information systems but
social norms.??” The failure to accept technological limits often extends
to the social world and can lead to a variety of abhorrent behaviors
as hackers search the bowels of the underground.?® These abhorrent
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behaviors can range from drug abuse to illegal gambling to human traf-
ficking. When taken to the extreme, hackers tend to employ complex
solutions that often require considerable thought, time, and expertise
when less-elegant but perhaps acceptable solutions would have been
not only viable but also accomplished at a fraction of the time and
effort.?*® This tendency has often been used to explain the failures of
sometimes brilliant hackers to function adequately in the corporate
world of professional computer hacking.*’

Much like an insurgent movement has overt and covert compo-
nents, hackers tend to have at least two identities: a physical identity
in the physical world and at least one in the online underground.*"
Hackers tend to increase their power through alternative identities; the
handle (or handles) is a nickname or call sign that serves as both a nom
de guerre as well as operational security, which attempts to simultane-
ously build a reputation amongst the in-group while remaining osten-
sibly anonymous to the outgroup.?® These parallel lives can increase
stress on hackers, often resulting in insecurity bordering on the para-
noid.?* These feelings are caused by the constant fear of arrest and the
uncertainty caused by never knowing with whom they communicate
online.?* The most frequent complaints of underground hackers tend
to be insomnia and its resultant effects. #° Those not only comfortable
with but also thrive as a result of this duel existence make ideal under-
ground and/or auxiliary personnel.

Joining, Staying In, and Leaving the Cyber Underground

The type of individual an insurgency attracts and the nature of
their motivations for joining changes as a resistance movement evolves.
In the early stages of an underground movement, recruitment is selec-
tive and restricted as much as possible to known, trusted associates of
current members. Strong ideological sympathies are most important at
this point, when joining entails greater risk and thus requires stronger
convictions. If they are successful and survive to later stages of expan-
sion and militarization, undergrounds move into mass recruitment. The
motivations for joining an underground movement during later phases
are more complex, with no single, dominant, motivating reason.**
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Joining

Many hackers start accidently and some often in their pre-teen
years. A minority do not begin until they are in their late teens or early
twenties, but the majority tend to start hacking in their early teens.?*’
Typically, hacking starts as a peripheral interest and tends to develop
into a sole hobby or preoccupation (if not an actual occupation) once
sufficient skills are developed and recognized by others.**® Like many
adolescents, aspiring hackers seek both identity and affiliation, and the
lure of the cyber underground can provide both. It can provide not
only a sense of belonging but also a sense of purpose greater than the
superficial interests of many adolescents.** In some cases, the allure of
the underground is the perceived appeal of an idealized technocracy
where skill alone determines whether one is accepted. In some cases,
the cyber underground is an alternative to joining a gang, while in
other cases, the cyber path is an extension of an existing gang life.**
Having gang experience and/or criminal records (particularly rob-
bery) seems to be more prevalent amongst American hackers than
those in other countries, and those Americans with gang ties tend to
be from urban areas.**!

While many hackers prefer to work alone, either for security pur-
poses or to reduce the burden of dealing with less skilled “lamers,”
organizations provide a degree of protection and/or safety for the indi-
vidual.**? Typically, only the most skilled hackers are permitted entry to
a group, with the more skilled and/or experienced often controlling
access through invitation-only sites.?*® Providing hacking bona fides
is often a requirement; however, there is no standard approach. The
demonstration can range from a simple question and answer about spe-
cific system parameters, claiming credit for a previous hack, or gaining
access to a specific target. Gaining access requires demonstration of
skill and not simply braggadocio in open forums.?** More sophisticated
groups only recruit hackers with a wide range of skills and knowledge.?*

Apart from curiosity, other push-factors driving hackers to join
an underground group or movement can be political or ideological
motives,**® such as organized efforts against the Church of Scientology
(see the later section on Project Chanology) or support for countering
human trafficking.?*” For example, Ethical Hackers against Pedophilia
(EHAP) is a nonprofit organization made up of hackers and ordinary
citizens who use unconventional and legal tactics to try to combat
graphic depictions of child sexual abuse.**® Some hackers try to recruit
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others to engage in this form of hacktivism and are occasionally suc-
cessful in mobilizing a collective to engage in coordinated web deface-
ment for political motives.**? At other times, these attempts are met with
scorn and/or criticism for “moralfags”* taking an issue too personally.

Revenge is not an uncommon motivation for hacking; anger and
frustration are common risk factors for participation in violent extrem-
ist movements.? These tend to be common motivations for script-kid-
dies to engage in more insidious hacking behaviors.?*® Junaid Hussain
(or “TriCk”), a British national of Pakistani descent who rose to become
a prominent propagandist in the CyberCaliphate, cites revenge toward
an online gaming opponent as his motivation to begin hacking. *** Hus-
sain is the rare example of the slippery slope model of radicalization®*
as he progressed from exploring hacking to more aggressive hacking
within TeaMpOison to cyber terrorism.?*®

7.6 Many aspiring hackers seek both identity and affiliation, and
the lure of the cyber underground can provide not only a sense
of belonging but also a sense of purpose and/or an idealized
technocracy where skill alone determines whether one is accepted.

Anonymous members actively eschew organizational terms or defi-
nitions and values cultural familiarity. New Anons, or those seeking
legitimacy, are expected to understand the community and interact
within a set of established norms.** Individuals violating such norms
are typically admonished to “lurk more,” a phrase which refers to
observing without actively participating.?” The phrase can also be used
as a derogatory attempt to assert one’s dominance over another. This
approach seems to strengthen the relationships amongst established
insiders through shared cultural knowledge.*® Because participation
is nameless, affiliation based upon shared personal characteristics is
nonexistent so the distinction between expert and novice (or insider
and outsider) strengthened the bonds; with each new outsider engag-
ing with the insiders, the group of insiders grew.

Rarely evidenced in criminal organization, street gangs and/or
insurgent groups join for the fun of it. Many who affiliated with Anony-
mous during Project Chanology made clear that, while they supported
demonstrating against Scientology, their main purpose for affiliation
was enjoyment.?® Many of these individuals also held strong beliefs
against institutions (government or private) and individuals who are
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perceived to impede the free flow of information on the Internet.*®
Thus, it is unclear whether their primary motivation was political, per-
sonal, or their perceived obligation to uphold the hacker ethic.

Staying In

Understanding the hacker mentality and work ethic is useful in
determining why they choose to remain underground. Many hackers
prefer to maintain their own schedules, working day and night if they
are sufficiently motivated, but are not necessarily comfortable with or
willing to conform to someone else’s timeline.**' Hacking can become
an unconventional way of living, thinking, and viewing reality, as well
as a means to solve problems that cannot otherwise be faced. In these
cases, hacking is not limited to the computer world but moves into
other areas.

Group dynamic theory distinguishes between two sources of attrac-
tion to a group: the value of material group goals and the value of the
social reality created by the group.?®® Material goals include the obvious
rewards of group membership, such as progress toward common goals,
congeniality, status, and security. Less obvious is the social reality value
of the group where the group is the sole source of certainty for many
questions of value.?® Remaining active in the cyber underground often
relies on the social reality value of the group;*** affiliation/participa-
tion provides a degree of certainty and/or insulation against anxiety.?®
The more transient nature of the cyber underground allows for indi-
viduals to moderate their participation, such as logging on less often
and/or taking a less active role in discussions, in ways not available to a
traditional underground of an insurgent movement.

When the motivation is affinity for technology, hacking consists
in exploring, which is rarely destructive, at least initially.**® Hackers
who hack out of curiosity or for fun are unlikely to do so for money
or for the perverse pleasure of damaging infrastructure and/or harm-
ing someone. For them, a clever task, which holds technical difficul-
ties, is fun.?’” This intangible quality to the hacker ethic appears to
be among the more prevalent drivers to remaining a component of a
hacker collective. During Project Chanology, Anonymous oriented its
protests at the Church of Scientology; however, for some, it was more of
a demonstration of their own ideals than a directed operation against
Scientology. For many insiders, this approach fit within the normative
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boundaries of the broader collective,?®® but for others, they resisted the
politicization of the collective.

The indoctrination of individuals with computer skills to illicit
activities from hacktivism to hacking for mercenary reasons to pro-
viding communications/infrastructure support to other illicit activi-
ties is an important consideration in underground operations. While
the majority of individuals affiliate with groups through preexisting
contacts (or human bridges), an increasing number of individuals are
learning about different ideologies, groups, and/or causes through the
Internet. In some cases, these individuals are “self-radicalized” where
their affinity toward a particular issue is increased and refined through
exposure to various forms of information ranging from staged videos,
to blogs, to sermons. Individuals may or may not remain in the cyber
underground after being radicalized, depending on the circumstances
and/or the degree of radicalization.

Group dynamics and the degree to which one’s preferences and/or
psyche are subsumed by those of the group may also contribute to an
individual remaining in the cyber underground. One of the important
psychological phenomena associated with group dynamics of under-
grounds is deindividuation. Deindividuation pertains to anti-normative
behavior observed in groups in which individuals are not considered as
individuals; their immersion in a group is sufficiently intense whereby
the individual ceases to be seen as such.?” Deindividuation through
the reinforcement of the social and group/collective identities is typi-
cally looked upon as favorable from the group standpoint as it builds
cohesion and engenders loyalty. This is done through a variety of tac-
tics: indoctrination (including the exploitation of cultural, religious,
and martial symbolism and ritual), training, and/or the use of uni-
forms to obscure the physique, particularly the face.?”” Numerous lab-
oratory and naturalistic research suggests deindividuation can result
in increased rates of aggressive behavior and diminished aversion to
risk. ?! Deindividuation does not necessarily entail the loss of personal
identity; an individual is still him or herself but acts as a faceless part
of a larger whole. The anonymity afforded an individual, be it through
a physical mask (such as those worn by many Venezuelan protestors in
2017)*2 or a virtual one, tends to decrease individual accountability
and thus increase aggressiveness. Cyber undergrounds do not neces-
sarily employ the traditional methods often associated with the armed
components of insurgent movements; however, the use of aliases or
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nicknames and the lack of physical interaction with others seems to
have a suitably deindividuating (loss of self-awareness) effect. Research
on Anonymous and LulzSec suggests this phenomenon may be evident
in various Internet Relay Chat (IRC) rooms used by such groups.?”®

There are points in time at which an ordinary, psychologically
healthy person first crosses the boundary between good and evil to
engage in an illegal, immoral, and/or cruel behavior.?”* This signifi-
cant transformation of human character likely occurs in settings in
which social situational forces are sufficiently powerful to overwhelm,
or set aside temporally, personal attributes of morality, compassion, or
a sense of justice and fair play.>”® In anonymous online forums, deindi-
viduation enables individuals to create and maintain their identities.
Using increasingly provocative speech, and/or acts are often a means of
gaining and maintaining credibility. The deindividuation phenomenon
is often used to explain how adolescents, with no underlying psychopa-
thology or history of violence, can communicate cruel and inhumane
threats to others via social media.?”® Be it cyber-bullying or simply troll-
ing, anonymity affords an individual to be more confrontational and/
or aggressive than they would typically be in the physical world.

Moral disengagement, the process of convincing oneself that nor-
mative values, ethical standards, and/or legal structures do not apply
in a particular context, is a consequence of deindividuation®”’” and is
an important phenomenon to consider when discussing cyber radical-
ization. Moral disengagement is a necessary step for many individuals
with adept computer skills but lesser developed consciences to progress
from nuisance acts to cyber crime and/or cyber terrorism.>” The super-
ego, a component of the human psyche responsible for self-criticism
and adherence to standards of learned behavior, is more susceptible to
influence during adolescence, and, as such, individuals who may not
be fully psychologically mature and are not afforded the opportunity
to witness the effect of actions taken against another may be less likely
to accurately assess the negative impact of their behavior on others.?”
The anonymity, lack of social-emotional cues, ease of communicating
via social networks, and/or media attention afforded by cyberspace also
contribute to cyber-bullying,*® cyber aggression, or deliberate actions
taken to intimidate or threaten others.*!

Psychological experiments indicate perceived anonymity of the
aggressor is a predictor for cyberbullying behavior,* and some of those
findings have been observed in the cyber underground. GamerGate was
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an organized online harassment campaign against two female game
developers.?® The controversy started after the release of Depression
Quest, an interactive fictional game, received critical acclaim. Some
claim it was undeserved attention resulting from the lead developer
being female, and the online debate grew increasingly vitriolic and
ultimately devolved into misogynistic stereotyping and even threats of
rape and death.*®* Some critics allege that the outrage was deliberately
manufactured to generate buzz about the game, while others suggest
the vitriol was a form of satiric trolling. The incident, however, provides
examples of how dark some online discourse can become when indi-
viduals are allowed to publish anonymously.**®

The deindividuation process weakens an individual’s capacity
to resist performing harmful or socially disapproved actions. It also
heightens individual responsiveness to external cues resulting from
increased implicit suggestibility. In prosocial groups, this tends to be
positive, while in radical groups, it facilitates the loss of individual
accountability. The result of the latter is uninhibited behavior that may
be deliberately harmful to another and/or other departures from nor-
mative behaviors. Deindividuation also increases adherence to norms
that emerge with the group. The reestablished standard heightens sus-
ceptibility to conformity through social influence. The emergence of
new group norms often leads to groupthink, a phenomenon character-
ized by faulty decision-making in a group.?*® Some of these phenomena
appear to be at work within early cyber gangs, such as MoD, as well
as the Anonymous collective. While individuals developed reputations
affiliated with their aliases, many believed they were shielded from con-
sequences (physical, financial, and/or legal) by their anonymity. Often,
early success buoys confidence, and increased risk tolerance sometimes
results in a false sense of security and/or superiority (relative to others
as well as security forces). A common downfall seems to be the increas-
ing tolerance for risk without considering either improved capabilities
on behalf of security forces or inside information provided to them
by defectors.

Leaving

Some hackers leave the underground as the responsibilities of
adulthood require more time and effort; individuals with a job and/
or family lack the time to interact with fellow hackers on IRC.?*” Oth-
ers leave the underground involuntary; these are the individuals who
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are caught by law enforcement and either imprisoned, compelled to
relinquish their underground activities,*®® or have their true identities
revealed through doxxing by fellow hackers.*®® Like any group that
becomes an operational priority by security forces, cyber underground
groups risk penetration by military, intelligence, and/or law enforce-
ment personnel. Sometimes the penetrations can be undercover opera-
tions, while others result from defection or “turning” a member based
on comprised material. Hector Monsegur, aka Sabu, was an integral
member of Anonymous and LulzSec’s hacking efforts against both
private corporations and governments.””” Once identified and sub-
sequently arrested by the Federal Bureau of Investigation (FBI), he
became an informant. His cooperation was leveraged out of fear of his
cousins (over whom he had guardianship) being put into the New York
City foster care system.*' Sabu continued to interact with Anonymous
colleagues and hack along with them; however, he simultaneously pro-
vided incriminating information on them to the FBI, leading to the
arrest and prosecution of others.?"?

Project Chanology attracted a number of activists whose purpose
was more against Scientology than for Anonymous, and, as such, most
left once the post-operation culture reverted to political agnosticism.
Some Anons preferred to use their skills in a more politicized environ-
ment and drifted toward opportunities to do so.?*®* While some Anons
left as a result of politics (Anonymous became either too political for
some or not political enough for others), others left simply because they
became bored with the receptiveness of the interaction.?**

Cyber Administrative Operations

Resistance movements developed varied and often sophisticated
means of both operational and administrative functions.*”® The lat-
ter term, used in the 1963 Undergrounds in Insurgent, Revolutionary, and
Resistance Warfare,”® is not to be confused with the military staff func-
tion of administration (S/G/J-1). Rather, administrative operations
refer to the underground functions that support military and para-
military operations.?”” As undergrounds adopt certain practices, the
security forces invariably develop countermeasures that destroy the
effectiveness of these practices, and consequently, both governments
and undergrounds constantly change techniques and develop new
ones.”® This section describes some of the necessary administrative
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functions of an insurgency and the methods with which they are per-
formed solely within or aided by components of the cyber domain.

Recruiting

Recruiting remains the sin qua non of resistance warfare,*” and
closely related activities include indoctrination and radicalization.
Cyberspace is a medium for social interaction,*” and thus the related
phenomena require investigation from various sociotechnical perspec-
tives. The first interaction an individual will have with a social move-
ment, be it nonviolent or violent, is likely through the Internet.*” The
use of the Internet to recruit potential insurgents/terrorists has long
been a research interest in the psychology of terrorism,*” and the use
of the Internet is by now a well-established tactic used by groups such as
Hizbollah, al Qaeda and its affiliates, and the Islamic State (or Da’esh).

The cyber underground serves as a venue for individuals who may
lack the knowledge about phenomena that affect their lives ranging
from concern about disenfranchised populations to subjective experi-
ence with mental health challenges.?”® Reddit, an online community
that does not require disclosing one’s identity to post information, hosts
both antisocial and prosocial content.?”* Some Reddit sites, or subred-
dits, contain material espousing child abuse, spousal abuse, racism,
and/or other forms of hate speech,*” while others serve as essentially
peer-support networks for those coping with a variety of life’s challeng-
es.?® In some cases, those challenges may bring together a heretofore
anonymous group of individuals whose collective grievances can mani-
fest in violence. An example is the involuntarily celibate or Incels, an
online subculture of men who believe they are unrightfully marginal-
ized and thus react with virulent and sometimes violent forms of misog-
yny.**” In one such example, Alek Minassian drove a van into a crowded
public shopping area in Toronto, Canada, killing ten. Prior to execut-
ing the assault, Minassian posted “The Incel Rebellion has already begun!”
on Facebook.*”® In more pro-social areas of the cyber underground,
individuals suffering from depression use Reddit to communicate with
one another to establish virtual peer-support networks, and a growing
body of scientific literature suggests there is indeed a benefit from par-
ticipation in these forums.?"?

Social media, and the algorithms that underlie the search mecha-
nisms, suggestions, and content delivery tend to exacerbate biases.*'’
Videos of successful terrorist attacks or guerilla missions are popular
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features of sites focused on recruitment. Technologically sophisticated
developers with malicious intent can exploit both the medium and
code to not only facilitate but also accelerate the radicalization pro-
cess. For example, if a user were to view an extremist video on YouTube,
the algorithm might suggest others. Those additional videos are often
more extreme as the algorithm is designed to keep the viewer inter-
ested and engaged with the content.” Some sites and/or smartphone
applications employ machine learning and other statistical techniques
to curate content and/or develop user profiles. Unintentionally, these
approaches enable self-radicalization.?* These approaches, widely used
by marketing firms (and enabled by technology companies) gain favor
in operational influence contexts.** ISIL adopted a hierarchy of needs®*
approach to this process, whereby potential recruit behavior, including
their communication habits, is mined to identify their susceptibility
to different themes, messages, and/or targeting approaches.*® Videos
often show extreme graphic violence, sometimes accompanied by audio
or text commentary. Producing these videos is important enough that
a number of violent groups, including Hizbollah, the Chechen resis-
tance, and al Qaeda, routinely include a videographer as an essential
part of an operational team.

Videos serve several functions. First, videos attract attention and
excite passions of sympathizers, particularly young males who may be
recruited to perform these types of actions.’'® Recent trends, docu-
mented in a 2017 article by Ariel Lieberman, suggest thata growing num-
ber of young women are also avid consumers of this content produced
by ISIL in particular.’’” Lieberman notes that in 2014, ISIL recruited
three teenage girls from Denver, Colorado via social media who took
steps to travel to the Middle East.*® Second, videos create mental imag-
ery, allowing recruits to imagine themselves as successful operatives,
and repetitive video reinforces the message that attacks are likely to
be successful. Reading about a successful attack is not as compelling as
watching one unfold in real time from the vantage points of someone
involved who lived to deliver the video footage. This is not unlike the
tactics many militaries, at least those in nations without universal con-
scription, use to recruit young people to enlist. Third, videos begin the
process of desensitizing recruits to violence and the parallel process
of dehumanizing opponents.*? Online recruitment also provides pro-
spective members access to libraries of books, poems, speeches, and/or
other art forms to which they may not have access (or of which, they are
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completely unaware);**° the exposure to the aesthetic aspects of jihadist
insurgent culture may further legitimize the organization in an histori-
cal context. Research on the Islamic State’s videography skills indicate
the group replicates the imagery and techniques used in popular Hol-
lywood movies and first-person shooter video games.*'

Video games have proven to be a valuable recruiting tool. Desen-
sitization has been demonstrated in many different settings. Most of
the relevant research has been done with children. Children who wit-
ness adults behaving aggressively, for example, by pummeling a stuffed
animal, tend to imitate that aggression. Children who watch violent
television or play violent video games demonstrate aggressive thoughts
and behaviors, less empathy toward victims, and lower physiological
reactions when witnessing violence; children exposed to actual vio-
lence show a range of negative stress reactions that persist long after
the events.”” Similar results have been found with adults.**® Witness-
ing violence does not universally cause violence, and no amount of
watching violent television or playing violent video games will make a
child violent if they are not predisposed.’* Exposure to violence will
lead some to commit more acts of violence, through desensitization or
simple imitation, and desensitization on a large scale can affect how
quickly people intervene or punish incidents and generally weaken cul-
tural mores that prevent violence.*”® Hizbollah created and distributed
a video game called “Special Forces,” a first-person shooter where play-
ers can perform target practice by shooting at an avatar of then-Israeli
prime minister and Israeli Defense Force chief of staff.?*® Players can
then play in recreated missions against Israeli tanks, helicopters, and
fortified positions. Instructions for play are available in Arabic, Eng-
lish, French, and Farsi; the game claims to have sold more than ten
thousand copies.*?”” Video games, particularly networked multi-player
games, have also been fertile recruiting grounds for right-wing extrem-
ist organizations in the United States.?*®

The ability to recruit talent and work from distant locations are also
key advantages of resistance movements that have relationships, overt
or covert, with Internet-based journalism. The Tamilnet.com site began
in Sri Lanka but benefitted from the assistance of Tamils living over-
seas, including a computer programmer from Norway, a systems analyst
in London, and “dotcom entrepreneurs” from the United States.*” Dis-
tributing the technology does not obviate the danger for local report-
ers; a Tamilnet.com reporter was killed by a grenade tossed through
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his study window in 2000.**° However, the decentralized nature of the
Internet provides more mobility to content providers, so endangered
local writers and editors can also more easily move locations while con-
tinuing to produce content. Translating, editing, and some writing can
also be done extraterritorially. As an example of this, Mark Whitaker
describes a time when the editor of Tamilnet.com filed a story from
Canada.*' The story, leaked by a member the Sri Lankan government’s
own Human Rights Commission, was about an instance of police bru-
tality against a Tamil detainee and included accounts of prisoners tor-
tured with boiling water, forced to eat cow dung, and inflicted with a
string of similar abuses. The editor crafting the story was sitting in his
nephew’s bedroom in a suburb of Toronto trying to tune out six noisy
nieces and nephews.?*?

Targeted recruitment takes on a much different form for cyber
undergrounds and may involve considerably different personali-
ties. Some suggested psychological differences amongst Black Hats
and White Hats;** limited primary psychological research provides
empirical support, but it remains an ongoing research interest. Recent
research identifies that the combination of psychopathy, Machiavel-
lianism, and narcissism (known as the Dark Triad) are evident in those
who engage in cyber bullying.*** ** This combination of psychologi-
cal characteristics is typically associated with maladaptive behavior and
seems to be evident in online trolling.**® The Islamic State is particu-
larly adept at exploiting existing psychological vulnerabilities and in-
group biases by appealing to culturally resonant imagery, be it through
a verbal reference or, in many cases, iconic imagery to influence their
target audiences.**” In many cases, both Abu Bakr al Baghdadi®*® (ISIL’s
leader) and Abu Mohammed Adnani*? (ISILs spokesman and direc-
tor of foreign operations) appealed to multiple target audiences in the
same speech.?*® ISIL’s thematic content suggests conscious attempts to
exploit multiple risk factors for radicalization.**! The continuity of mes-
sages across multiple demographics (males aged twelve to eighteen,
nineteen to thirty-nine, and forty to sixty-five, respectively), and psycho-
logical vulnerabilities create a coherent master narrative by appealing
to the concomitant crises that need to be resolved at the corresponding
psychosocial stages: adolescents (identity versus role confusion), young
adults (intimacy versus isolation), and middle adulthood (generativity
versus stagnation).**?
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The Internet enabled resistance organizations to compete on a level
playing field with state actors,*** perhaps nowhere as transformative as
in social media. Some implicate social media as an enabling factor in
the rise of right-wing extremism in the United States since 2016.%** At
some point in the recruitment and radicalization process, recruits usu-
ally make personal contact with mentors or organizational liaisons to
further training or coordinated activity. Junaid Hussain of the Cyber-
Caliphate, drawing on his own experience as a disaffected youth who
sought solace through online gaming, convinces similar individuals to
heed the call to support ISIL, either physically or virtually.*** Technol-
ogy facilitates this process by allowing users to move from viewing a
website to sending an email, posting on a discussion board, or joining
a real-time chat room. The transition from passively viewing to inter-
acting involves increased risk for both parties. Revelation of personal
details or concrete biographical facts increases the chances of identifi-
cation and geolocation. The Internet’s anonymity provides partial pro-
tection, but both recruiters and recruits can be “spoofed” by opponents
or law enforcement playing a role.**® Such spoofing attempts can be
used as satire, as it seems to be in Keyonstone, United Kingdom,** or
as more deliberate attempts to undermine an ideology, such as efforts
in Minnesota.**®

7.7 Recruiting remains arguably the most essential activity of
resistance warfare,** and the use of the Internet includes online
Jorums, social media, and even video games to advertise, solicit,
and recruit potential members/supporters.

Intelligence

Intelligence and counterintelligence are among the most important
functions of the underground. Drawing on the strength of clandestine
networks and relationships, undergrounds often gain access to intel-
ligence by virtue of confederates operating throughout the theater of
conflict. Underground intelligence networks most often extend beyond
the borders of the movement’s native country, and it is not uncommon
for undergrounds to distribute cells throughout the world among popu-
lations sympathetic to the cause.** Cyberspace enabled these networks
to not only grow but also form extraterritorially, often globalizing a
social movement and thus individuals willing to provide intelligence
to the underground within hours or even minutes. In some cases,
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underground organizations develop an organic capability, while in oth-
ers, they rely on the broader cyber underground for mercenaries willing
and able to conduct intelligence operations for hire.*' The mercenar-
ies, in turn, established their own marketplace where corporations can
clandestinely engage in industrial espionage, and/or an individual can
hire someone to serve as a virtual private investigator to collect infor-
mation on a target of interest, be it a spouse or prospective employee.**

Perhaps no cyber intelligence tactic has become more dangerous
to clandestine organizations than doxxing, the research and online
publication of private or identifying information about an individual,
typically with malicious intent.*” Doxxing can be employed as not only
a defensive counterintelligence tactic but also a means of leverage to
recruit a potential intelligence agent.** Anonymity online affords indi-
viduals a degree of security; it insulates them from the consequences
of provocative or malicious action. The loss of this protection could
undermine their reputation and/or willingness to participate in orga-
nized activities. As such, the ability to identify these individuals by name
and/or address is a technique used by both hackers themselves as well
as security forces. Anons often attempted to doxx new members who
tried to shift the conversation or focus of effort without establishing
the requisite bona fides of the group. Sometimes the threat of doxxing
brought members back in line, while other times, outing them was nec-
essary to silence them.*" After a series of rallies and counter rallies orga-
nized by White Nationalists in Charlottesville, Virginia in November
2017 turned violent, remote supporters of the counter-rallies employed
doxxing to discover and publicize the names, faces, and addresses on
many White Nationalist protestors.*® In an attempt to both hold those
committing violence accountable as well as publicly reveal the identities
of those affiliated with the more extremist fringes of the white suprem-
acist movements,*’ the debate over doxing as a form of social justice or
vigilante targeting was made national. In some cases, once individuals
were identified, Twitter was used to publish the relevant information
and, in some cases, publicly shame those supporters.*®*

The ability to collect and correlate information is an essential skill
for those in the cyber underground. The human factor has long been
acknowledged as the most significant vulnerability in cybersecurity (also
see Key Takeaway 4.2). In the cybersecurity literature, social engineer-
ing refers to the psychological manipulation of an unwitting individual
to gain information.*” More specifically, the use of social engineering
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(the use of deception to manipulate individuals into divulging confi-
dential or personal information that may be used for fraudulent pur-
poses) is well documented as the entry point for many cyber-security
compromises.”® Social engineering employs several techniques: pre-
texting, phishing, online social engineering, shoulder surfing, and
dumpster diving.*®" Social engineering attacks human nature on a
social psychological level. The three aspects it addresses include: “alter-
native routes to persuasion (i.e., central route and peripheral route),
attitudes and beliefs that affect human interactions, and techniques for
persuasion and influence.”® These three aspects serve as useful tools
to social engineers.

Kevin Mitnick, a notorious American hacker, provides detailed
examples of methods used by hackers to gain access to various infor-
mation systems. One of Mitnick’s most common approaches was social
engineering, a set of tactics used to deceive others in gaining informa-
tion.*” Social engineering is commonly used by hackers; however, it is
not simply exploiting a vulnerability or tricking an unknowledgeable
individual into providing information. Social engineering requires
either a specific understanding of the target or a generalized ability
to empathize to exploit.*** The approach can be used in person, over
the phone, or via email. Mitnick combined a detailed knowledge of
information systems, particularly the telephone system in southern
California with empathy for employees in particular roles.***Mitnick
conducted detailed reconnaissance of facilities and technologies; often
reading service manuals and employee handbooks. In one incident in
1981, Mitnick and two colleagues socially engineered their way into a
Pacific Bell facility in Los Angeles to gain access to the computer sys-
tem for mainframe operations. After stealing a system manual, Mit-
nick later used the knowledge gained from careful study to develop
more effective pretexting tactics when socially engineering Pacific
Bell employees.**® Through trial and error, he attempted to remotely
gain access to different systems, sometimes making phone calls to spe-
cific offices and assuming the identity of technicians, managers, and/
or security personnel.**” He used these approaches to add services to
his account without paying and determine whether his and his fami-
lies’ phones were tapped.®® Mitnick’s tactics, which ultimately landed
him in prison, were a combination of psychological and technological
manipulation, which were often emulated by other hackers, including
some associated with Anonymous.
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While some Anons relied entirely on technological means to exploit
system vulnerabilities, others preferred social engineering. In some
cases, there was a deliberate differentiation of labor with assigned
tasks, while in others, it was more a competition of who could gain the
desired information first, with greater credit going to those who used
technological means.*® A particular form of remote social engineering
is phishing, the use of deceptive emails to acquire personal informa-
tion, such as user names and passwords, bank account numbers, and/
or information that can be exploited by hackers for a variety of purpos-
es.*® A more precisely targeted form of phishing, called spearphish-
ing, targets a specific individual or organization and often appears as
though it originates from a trusted source.*”! Typically, when the email
is opened or an embedded link clicked, malicious code is downloaded
to the unsuspecting user’s system. Spearphishing requires careful col-
lection of information, analysis, and technical skill to simulate the
appearance of authenticity. This combination of social and technical
approaches has been widely replicated and is responsible for a consid-
erable amount of identity theft. ISIL. employed spearphishing against
an indigenous Syrian movement called Raqqah as being Slaughtered
Silently (RSS). When RSS began publishing accounts of ISIL atrocities,
its members were targeted with phishing emails and other attempts to
doxx them.*”? Individuals contacted RSS members under the guise of
publicizing their activism internationally, and a number fell victim and
wound up providing their identities and/or locations.*” In some cases,
malware was downloaded by RSS members trying to establish secure
communications with would-be journalists.*”* While the malware used
in the attempts was not explicitly traced to ISIL, ISIL demonstrated the
willingness to attack (both physically and virtually) an organization
critical of their policies and actions, and the code itself was sufficiently
different from techniques and code used by the Syrian regime.*” While
it is unclear whether the spearphising attempts directly led to the
deaths of RSS members, there are RSS members who were murdered
for their work.*"
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7.8  Counterintelligence is among the most important functions of the
underground. Social engineering (the psychological manipulation
of an unwitting individual to gain information’”’) and doxing
(the practice of online researching and broadcasting private
or personally identifiable information about an individual or
organization’”) are two signature intelligence collection tactics
used by cyber undergrounds.

Financing

An underground organization requires financial resources to func-
tion: agents must be compensated, psychological operations require
funds for products and media resources, and headquarters and admin-
istrative sections require office supplies. Regardless of how they man-
age their finances, resistance movements need money to survive,’”
and those operating solely or partly in the cyber domain continue to
develop and/or exploit relevant technologies to transfer and maintain
access to those funds. Some organizations, such as the Islamic State,
dedicated financial cells and/or committees, while others employed
more ad-hoc arrangements.” Many virtual organizations are increas-
ingly reliant on online services; for example, one of Anonymous’ higher
profile attacks was on PayPal after it prohibited WikiL.eaks, another vir-
tual organization, from accepting electronic donations.”® Finding new
ways of soliciting funds over the Internet is another fast-changing cat-
and-mouse game between a resistance movement and its opponents.***
Financial transactions are easier to track than other kinds of informa-
tion that flow over the Internet, making fundraising more difficult
for insurgents than recruitment. Publicity commerce is an important
aspect of private Internet usage, although it is not as often a part of
insurgent fundraising.

The first generation of insurgent websites included explicit appeals
for online donations; however, subsequent legislation preventing fun-
draising for terrorist organizations forced this activity underground.
Aboveground websites sometimes make money by selling souvenirs
and may imply that the money supports the insurgent cause.?®* The 32
County Sovereignty Movement, a group associated with the Real Irish
Republican Army (RIRA) at one time joined Amazon.com’s “Associ-
ates” program and received a cut from book sales when it redirected
visitors to buy those books at Amazon; however, the company removed
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the RIRA from the Associates program when it was informed of the
group’s insurgent ties.*®*

The advent of cryptocurrencies, such as Bitcoin, and online service
providers and/or black marketplaces, such as Megaupload, Silk Road,
and Pirate Bay, have made online fundraising and money laundering
more accessible to resistance movements, many of which, the Islamic
State in particular have done with success.*®® The cryptocurrency Bit-
coin is built around a blockchain, a shared distributed database built
on cryptographically secured transactions,*®® and offers the ability to
conduct financial transactions with enhanced anonymity and security.
Cryptocurrencies are commonly used on cyber-criminal marketplaces,
such as Silk Road,*® and their rapid development and volatile valuation
make cryptocurrencies risky foreign exchange investments. Although,
their adoption by technologically sophisticated illicit organizations
continues to present challenges for law enforcement.*®*® For more on
cryptocurrencies and their underlying technology, see chapter 8.

Logistics

The principle changes to underground logistical functions are the
safe and secure operation of information systems to organize supply
systems,”® as well as the requirement for the accompanying hardware
and software to support informationized warfare.*° Collectives and
limited-hierarchy organizations may not require the same functions
as a traditional insurgency, and thus individuals who volunteer often
bring their own equipment. Not unlike many local militia organiza-
tions, there is no centralized supply system (although an individual may
purchase certain goods in bulk and then distribute to save money), and
cyber collectives often rely upon auxiliary support to organize, train,
and equip themselves. The increasing capability of web-based services
and marketplaces enables insurgent (or any other organization or
individual) movements to buy vice build their own capability. In some
cases, this can include armies of trolls or botnets that can be essentially
rented for short-duration attacks with only minimal interaction with
the underground.*' The appropriate use of sophisticated tradecraft
from cutouts to encryption render these interactions almost untrace-
able in many cases.
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Training

After recruiting, training is arguably one of the most important
functions of the underground. Developing capability and building
capacity are necessary to achieve larger effects (be they physical or vir-
tual) on a populace or an oppressive government. A variety of resis-
tance movements experimented with use of the Internet as a channel
for training in operational techniques.** There are numerous training
manuals, videos, and even instructional software available to anyone
with access. However, it is unclear to what extent it is realistic to expect
that an individual interested in supporting a resistance movement can
trail him or herself to a level of competency to make a serious con-
tribution to a physical resistance effort. Bomb-making techniques, for
example, require considerable practice and expertise. In other complex
domains, successful e-learning usually requires some personal inter-
action, contact, and feedback from experts. Self-training is probably
more effective for disseminating new techniques or countermeasures
to already-trained operatives than for training novices. Self-training
manuals such as The Terrorist’s Handbook, The Anarchist’s Cookbook, and
The Mujahedeen Poisons Handbook are available online. The New York
Times interviewed a Palestinian called Abu Omar, who was employed
as a trainer in Iraq and taught foreign fighters how to make bombs
and stage roadside attacks; at the time, he worked with two camera-
men, who videotaped his bomb-making classes, to produce Internet
instructional videos.*? The Islamic State took this a step further and ha
created both synchronous and asynchronous virtual training models
along the lines of university distance learning programs.**

The training, indoctrination, and radicalization processes within
hacktivist and/or hacking organizations are very much intertwined.
Often individuals seeking to acquire additional knowledge and develop
skills become influenced by more experienced and potentially manip-
ulative hackers from whom the novice learns.*”® Because the rate of
technology advances so quickly, formal training of hackers (particu-
larly Black Hats) is rare, with much of the skill acquired through open-
source information, facilitated learning, and trial and error. There are
few formal means to teach hacking, and many require one to serve in
a government’s security apparatus. For an individual interested in the
“black” side of hacking, one must seek out others, attempt to gain their
trust, and learn from them.
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Among other functions, social media also affords the opportu-
nity for informal learning. Twitter, in particular, served as an educa-
tional starting point for many interest in the OWS movement.*** OWS
was a protest movement that started on September 17, 2011 in New
York City by Canadian anti-consumerist and pro-environment group
Adbusters.*” While one hundred and forty characters is often insuffi-
cient space to convey a complex argument or explain how to perform a
particular task, tweets often include hyperlinks to websites, videos, cha-
trooms, and/or maps and calendars—all locations where an individual
can learn more.?"

When attempting to create mayhem or widespread panic, training
individuals may not be necessary. For example, Anonymous employed
the Low Orbit Ion Cannon (LOIC), a penetration-tasking tool used in
cybersecurity that can also be employed as a DOS application, to attack
websites associated with the Church of Scientology in 2008.%*° Anony-
mous also employed the LOIC in 2010 against groups that opposed
WikiLeaks, an international nonprofit organization that espouses free-
dom of information. Many Anons relied on both witting and unwitting
computer uses to install (overtly or surreptitiously) the necessary soft-
ware to use a computer terminal as a LOIC node.**

Training is particularly important when positive, not just nega-
tive, actions are desired. Noncooperation and civil disobedience are
positive acts that involve training, organization, and solidarity on the
part of the resisters, whether they operate in the open or clandestine-
ly.*" More coordinated efforts require skilled operatives to plan and
execute operations, many of which require operatives to train others.
Project Chanology saw experienced Anons willingly provide informa-
tion to novices sincerely interested in exposing legal, financial, and
moral flaws in the Church of Scientology. Some of this information
included the basics of information security: how to properly protect a
chat room from infiltration so it can be used to plan, how to use proper
operations security when soliciting volunteers for an operation, and/
or where to publicize information to attract likeminded people.*** In
other chat rooms, individuals less concerned with peaceful demonstra-
tion were provided information on how to deface websites, coopt serv-
ers, design botnets, and/or conduct DOS attacks against private and
government organizations.*”® In some cases, individuals required tutor-
ing, while in others, helpful Anons simply posted instructions to pub-
licly accessible chat rooms or websites. In the former cases, the process
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often entailed initiation rituals and/or demonstration of bona fides,
for example, demonstrating skill by conducting a low level yet illegal
hack.*** This form of facilitating learning is more labor intensive but
can serve the dual purpose of training and radicalizing prospective
members. The rate of technology change renders formal training in
hacking somewhat rare, with much of the skill acquired through open-
source information, facilitated learning, and trial and error. Neverthe-
less, for larger-scale, more coordinated activities, such as nonviolent
resistance, undergrounds rely on facilitated learning provided by more
experienced organizers.*®

Command, Control, and Communications

Communications technologies facilitate clandestine organization
and planning; however, government capabilities (although not neces-
sarily government agility) may exceed those of the organizers, and thus
redundant systems and plans are necessary. Resistance organizations
often develop and employ clandestine methods of communication
resembling those used by sophisticated espionage organizations.**
The emergence of the Internet as a globally accessible communications
network changed, and will continue to change, both the internal and
external communications of resistance movements.

In theleaderlessand limited-hierarchystructures, groups may employ
completely decentralized C2, for example, by openly suggesting targets
and tactics and hoping that self-managed groups enact them. Private
and governmental organizations also spend considerable resources on
internal knowledge management. These initiatives may involve creat-
ing information systems to ease sharing of information across divisions
and creating communities of practice that bring together organization-
ally separated specialists to share technical information and maintain
awareness of new developments. Resistance groups operate under a dif-
ferent set of constraints, however, because of the need for secrecy and
compartmentalization. Open, free flow of social contact and informa-
tion is not a reasonable goal; cross-divisional communication must be
more carefully managed or involve more cells.*”’

Throughout the 1990s, al Qaeda used satellite phones and comput-
ers to organize and maintain plans and faxed copies of religious rul-
ings issued by bin Laden throughout the Muslim world and Europe,
where they were publicized by Arabic-language media outlets.**® Their
communications infrastructure and operations made extensive use of
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electronic media for mobilization, communication, fundraising, and
planning attacks. One of the boldest uses of Internet for C2 is Hizbol-
lah’s dedicated fiber optic network. This network was emplaced paral-
lel to Lebanon’s legitimate cable television and Internet lines. It was a
sign of Hizbollah’s political influence that when the Lebanese govern-
ment threatened to dismantle the network, the organization was able
to pressure the government into leaving the network in place.*"

Cell-phone-based text messaging has been successfully used to
coordinate anti-government protests. The WTO protests in Seattle pio-
neered the use of social media for this purpose. Strategic movement
of crowds as a protest tactic has been used for many years but previ-
ously relied on pre-planned sequences and formations similar to how
military movements were once limited. Cell phones, text messaging,
and Internet-based communications allowed much greater flexibility
in the movement of demonstrators and diversionary forces in response
to police movements. One of the groups involved with the WTO pro-
test, Direct Action Network, utilized communications channels—{rom
cellular phones, to portable computers with an Internet connection, to
pagers, police scanners, and two-way radios—to command and control
certain nodes and maintain a degree of tactical cohesion. In addition
to the organizers’ all-points network, individual protesters leveraged
protest communications using cell phones, direct transmissions from
roving independent media feeding directly onto the Internet, personal
computers with wireless modems broadcasting live video, and a variety
of other networked communications.*"°

The Internet can also facilitate C2 by serving as a medium through
which direction from higher to lower and feedback from lower to higher
may be communicated. Internet and cell phone technology are thought
by some to play an important mobilizing role in the Iranian protests
after the disputed 2009 elections, although this claim is controversial.*"
The use of Twitter during these protests received a great deal of atten-
tion.*'* Twitter is a very flexible text messaging service that can be used
either to broadcast to a large audience or send personalized messages
among friends, and the messages can be broadcast using either the
Internet or SMS (cell phone based). It is clear that Twitter, along with
other services such as the YouTube video-sharing service, were closely
monitored by people outside the country who wanted to follow events.
Some authors questioned whether Twitter played an important role
in mobilizing and organizing the protests themselves.*® On June 16,
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during these protests, the US Department of State contacted Twitter
to ask it to delay a scheduled server upgrade that might disrupt Twitter
traffic. Later, the Iranian government intentionally disrupted Twitter
traffic by shutting down or intentionally degrading both Internet and
cell phone services in sections of Tehran.**

Project Chanology serves as an example of a social movement ini-
tiating in cyberspace but manifesting in physical space. While the ini-
tial planning and execution were entirely online, Anonymous’ actions
against the Church of Scientology eventually transitioned into physi-
cal actions, such as demonstrations and confrontations."> Anonymous
considered this tactical evolution an extension of its unique culture
and not necessarily a fundamental shift in strategy or identity.”¢ Unlike
Egyptians in Tahrir Square, the Anons retained the ability to exert C2
(to the degree that it actually existed) through the Internet but chose
to engage in the physical realm to increase the effectiveness of their
operations. The technologies utilized by Anonymous, coupled with tra-
decraft (using handles vice names, not disclosing personally identifi-
able information, etc.) afforded collaboration amongst a large group.*”
Despite the large volume, the group was reasonably well coordinated
for most of the operation;*"® however, during less focused periods, there
was evidence of less direction and/or more disjointed collaboration.*"?

Security

Maintenance of security remains a vital underground function, but
as undergrounds become increasingly reliant on the Internet, security
grows concomitantly complex. Not only is it far more difficult for clan-
destine members to remain hidden due to aggressive counterinsurgent
cyber intelligence, the ongoing training requirements for members
require an ever-growing cadre of qualified instructors/security man-
agers. Virtual organizations do not have the same physical security
requirements but still require counter surveillance tradecraft. Dark
networks are specific portions of the Internet that require specific soft-
ware, configurations, and/or authorization to gain access and are not
indexed by common search engines; thus, individuals who do not have
the specific site address could not happen upon it by accident.**” Dark
networks are often components of contemporary illicit trafficking;
however, the networks themselves are simply modern manifestations of
criminal undergrounds and black markets that existed for centuries.
Safe havens are any space, whether physical, legal, financial, or virtual
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(e.g., invitation to non-public, non-indexable chat room or IRC**!' chan-
nel), that enable resistance groups to plan, organize, train, conduct
operations, or rest with limited interference from enemy or counterin-
surgent forces.

In cyberspace, the clandestine aspects of underground operations
are enabled by the technology itself, and thus the analog of the pains-
taking tradecraft required in the physical domain manifests in the
technological skill and discipline when interacting with interconnected
technologies. The use of anonymizing tools are necessary to maintain
operational security.*?* Understanding the technological means by
which these networks establish and maintain, as well as the psychologi-
cal effect of their existence, are important aspects of the cyber under-
ground and thus should be a component of subsequent research.

Cyber Undergrounds Psychological Operations

To insurgent movements, influencing opinion and attitudes is not an
end in itself but a means to communicate their ideology and/or efforts
among broad elements of society.*** Underground psychological opera-
tions are conducted in a variety of forms: mass media and face-to-face
persuasion; leaflets and theatrical performances; programs for local
civic improvement; and threats, coercion, and terror. In the contem-
porary operational environment, more often than not, the preferred
medium for such communication is through social media. Historically,
the substantive content of psychological operations during any phase
of a campaign is likely to be determined at the highest echelon of the
organization;*** however, the rapidity with which insurgents currently
interact with various target audiences resulted in a more decentral-
ized approach to influence. Successful insurgent influence relies upon
the ingenuity of the operators at the local level,** and nowhere is that
more prevalent today than in revolutionary movements with significant
cyber components.

Cyber is the logical medium for political and psychological warfare
as insurgent groups must effectively engage in battles of persuasion and
influence to achieve their sociopolitical objectives.*?® The information
domain’s impact on the radicalization process in modern insurgency
cannot be overstated because the seemingly ubiquitous availability of
information, including ideological narratives, success stories, and even
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the presence of tactics, techniques, and procedures, can have a pro-
found influence on cognitive processes.*?’

7.9 Cyberspace is proving to be the decisive battleground for political
and psychological warfare.

Mass Communication

The basic functions of underground mass communication remain
the same regardless of medium; however, the rise of global broadcast
media, particularly satellite-linked television and the Internet extended
the reach for every important insurgent communications activity,
including publicity, recruitment, training, fundraising, and C2. Cyber-
space is an ideal venue for influence as a political theater. The Zapatista
rebellion, from the perspective of the Mexican government, was no dif-
ferent from many small-scale uprisings of indigenous groups. However,
the intellectual and highly stylized aspects of online social influence
not only expanded the awareness of the cause to demographics outside
Mexico but also transformed the image of the movement itself to one
with far more gravitas and/or international significance than a simple
local uprising. ***

The Serbian youth movement Otpor! used public theater and sat-
ire through various forms of media in concert with more traditional
approaches to nonviolent resistance, such as demonstrations, concerts,
electoral politics, general strikes, and even the occupation of govern-
ment buildings and disruption of traffic. Otpor! (“resistance” in Ser-
bian) was an influential youth movement in Serbia from 1998 to 2003
that engaged in a two-year-long, successful nonviolent struggle against
Slobodon Milosevic.*** Otpor! formed in Belgrade in response to
repressive university and media laws introduced earlier that year. The
group primarily consisted of members of the Democratic Party Ser-
bia youth wing, members of various nongovernmental organizations
that operated in Serbia, and university students (many of whom were
veterans of anti-Milosevic demonstrations). The organization quickly
gained prominence as anti-regime media outlets started featuring
the clenched fist symbol in open defiance of Serbia’s information
law. In the aftermath of the 1999 NATO bombing, Otpor! demonstra-
tions resulted in nationwide police repression, resulting in the arrests
of over two thousand activists, some of whom claimed to have been
beaten in custody. After Milosevic’s 2000 resignation, the organization
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became an international resistance cause célebre and eventually (in
2003) transformed into a political party.*® Otpor! created publicity
in Serbia by spreading handbills, posters, and graffiti showing its sym-
bol (a clenched fist) throughout the country and by having political
cartoonists incorporate incongruity and absurdity into its products.**!
While the Otpor! movements predate social media, many of its tactics
are evident in more recent resistance demonstrations.

Project Chanology provides an example of the combination of
cyber underground culture, memetic information, humor, and online
and offline activism that redefined contemporary social movement
activism.*? Anonymous maintained adherence to its cultural norms
without alienating many, while taking on a powerful and public target.
These actions required the use of the Internet, not only for internal
communications but also as a link to various media outlets who then
broadcast the messages and actions to a wider audience.*® Similar to
many insurgent groups taking on better resourced adversaries, Anony-
mous weighed personal security against publicity as small-scale pranks
did not have a demonstrable effect on the Church of Scientology.
Anonymous adapted to the demands of an operation of this scale by
acknowledging the need to communicate with those outside the cyber
underground.*** This interaction required preparations of statements/
explanations for traditional broadcast media, which in turn resulted in
a further division of labor amongst the hackers with some focusing on
“public relations.”® Few organization demonstrated a more sophisti-
cated combination of technical skills sets and effective uses of a variety
of media forms for what many of their collective considered an elabo-
rate prank.**® Anonymous set a precedent for the sociopolitical effect of
blended pranking in the digital age.

More traditional media also benefit from Internet distribution. A
twenty-six-page pamphlet with instructions for protestors played an
important role in the Egyptian movement and was distributed in either
print or PDF format from person to person. Instructions on the front of
the pamphlet urged that it not be posted on publicly accessible Internet
sites, however, saying: “Please distribute through e-mail, printing and photo-
copies ONLY! Twitter and Facebook are being monitored.” This allowed the
movement to swell numbers by recruiting local residents, and, more
importantly, it aggregated people in the square more quickly and in a
manner more difficult to prevent or disperse.**’
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Subversion and Sabotage

The Internet dramatically increased the opportunities for both sub-
version and sabotage—integral aspects of comprehensive underground
psychological operations. Subversion refers to actions designed to
undermine the military, economic, psychological, or political strength
or morale of a governing authority.*® Sabotage comprises actions to
withhold resources from the government’s counterinsurgency effort by
acts of destruction. This includes acts with intent to injure, interfere
with, or obstruct the national defense of a country by willfully injuring
or destroying, or attempting to injure or destroy, any national defense
or war materiel, premises, or utilities, to include human and natural
resources.”® The increasing reliance of critical infrastructure in the
developed world (and in many places in the developing world) on
the Internet creates innumerable opportunities for sabotage. Highly
sophisticated and/or well-protected SCADA systems require both a
high degree of skill and persistence (the combination being rare in
many cyber collectives) but make for logical targets of more politically
committed organizations. For more detailed information on SCADA
systems, see chapter 6 of this book.

There is often overlap between self-described hackers and Inter-
net trolls. Internet trolls are individuals who deliberately create discord
online by instigating quarrels, insulting people (or groups), posting
inflammatory, extraneous, or off-topic messages, and/or intentionally
violating established normative behaviors.*** In some cases, trolling
may be simply to make others laugh, but more severe manifestations
can constitute cyber bullying.**! Trolling may also be employed as a
deliberate means of subversion.

The manipulation of existing or complete fabrication of social
movements (or astroturfing) can have profound economic, political,
and psychological effects, even at the societal level.*** Organizations
can leverage large-scale subversive capabilities to achieve direct effects
or to use as a deception operation to obfuscate true intent. In 2009,
the “Faces of Coal” website used stock photos of individuals and groups
under headlines that claimed people from all segments of society sup-
ported the use of coal.**® Allegedly, Russian troll farms were behind
astroturfing networks during the 2014 incursion into Ukraine,*** and
some researchers suggest the tactic was used by both sides to garner
international support for various patriotic social movements.** The
intentional spread of disinformation through the use of botnets has
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become a common tactic by state and non-state actors.**® Forcing secu-
rity forces and/or political opponents to respond to false information
places them at an information disadvantage, preventing them from
“getting in front” of any story. In some cases, botnets promulgate dis-
information about government atrocities by fabricated humanitarian
organizations.**” A particularly effective approach is deliberately tar-
geting “key influencers,” accounts with numerous followers likely to
interact with bots, to forward the information and establishing a false
sense of credibility via social proof that contributes to the proliferation
of misinformation.**®

Nonviolent Resistance

Nonviolent resistance continues to play a prominent role in many
underground and revolutionary activities, and the twenty-first century
has witnessed a synthesis of the global technological networks that link
computers on the Internet and social networks to result in innovative
forms of protest.** This trend is likely to continue, as the opportunities
for the voiceless to find their voice are numerous and growing, as is dis-
content with the political status quo and the concomitant passivity. For
cyber-enabled nonviolent resistance to be an effective instrument of
US statecraft, the “disruptive” thinkers within the United States must
recognize their own in other nations and implement the appropriate
tactics to enable them to accomplish their sociotechnical and/or politi-
cal objectives. **

Among the most prominent theorists in nonviolent revolution is
Dr. Gene Sharp, whose compilation of nonviolent resistance tactics is
included in Table 10-1 of Human Factors Considerations of Undergrounds
in Insurgencies.*™ Sharp’s key theme is that political power is not derived
from the intrinsic qualities of those in positions of authority but from
the consent of the governed, and thus the latter possesses the moral and
political authority to take it back. Essentially, despite the government
possessing a physical monopoly on the use of force, the people have
the moral authority to impose their collective will.*** Sharp assumes
the set of universal human rights published in Article 21 of the United
Nations’ 1948 Universal Declaration of Human Rights*>® and postulated
that nonviolent resistance and its’ concomitant tactics are a tactically
effective means to challenge government authority without sacrific-
ing moral authority. For a more in-depth discussion of Sharp’s work
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as it pertains to insurgent and revolutionary warfare, see chapter 10 of
Human Factors Considerations of Undergrounds in Insurgencies.**

The exhaustive set of tactics Sharp compiled in his research typi-
cally focus on the physical domain. However, there are numerous
corollaries to cyberspace, and thus, nonviolent cyber resistance mani-
fested in innovative forms of protest emerged in the post-Cold War era.
Although few managed to mobilize a sufficient number to displace a
regime, they provided a forum for a youthful demographic to engage
in creative, often social-media-directed alternatives to the picketing
and chants employed by their elders.*® Participating in nonviolent
cyber resistance can take many forms, from changing one’s avatar** to
espousing a form of resistance clothing.*” Successful social movements
tend to 1) directly confront and reframe perceptions about a particular
sociopolitical issue, 2) exploit existing social networks and simultane-
ity to achieve the greatest effect, and 3) connect the ideologues to the
mainstream population.*® Both cyber activism and hacktivism made
each of these attributes more accessible to the average individual and/
or accentuate the effects of them.

Cyber Activism

Cyber (or virtual or online) activist organizations utilize the Inter-
net in a legal and typically non-disruptive manner in support of an
agenda or cause.” Internet-enabled activism is particularly evident
with groups focused on organization/mobilization*® as the ability to
rapidly inform and mobilize a large, heretofore unrelated, group of
individuals to behave in a manner supportive of a particular objective
(be it in the virtual or physical domain) considerably greater than that
of the underground pamphlet operations on the 1960s.*" Those fun-
damental changes also created a vulnerability as security forces also
monitor social media as an intelligence source and exploit it to violent
quash protest and/or imprison individual nodes who served as sources.
In some cases, security forces identified the location of a gathering and
the personnel involved through facial recognition software.*®® During
an OWS march that turned violent, the New York Police Department
used social media posting to document a protester hurling a bottle and
accosting an officer.**

Obtaining legitimacy is integral to the success of any revolutionary
movement, regardless of the means by which the organization pres-
ents itself to the general population, its opposition, and external actors;
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a movement must be taken seriously as a legitimate actor within the
political realm.*** Those methods include conditions of normative and
mystical factors and consensual validation. One method by which lead-
ers of nonviolent resistance movements secure widespread compliance
is by cloaking their movement and techniques in the beliefs, values,
and norms of society—those which people accept without question.**
Both OWS and Project Chanology saw the use of memetic apprecia-
tion extend from an online community to physical activity. The tech-
nique of consensual validation—in which the simultaneous occurrence
of events creates a sense of their validity—is often used to coalesce
public opinion.*®

A common approach used to induce tacit withdrawal of popular
support of the government can be described as persuasion through
suffering.*” One of the persistent misconceptions of nonviolent resis-
tance is that persuasion through suffering aims only to persuade the
opponent and the supporting populace by forcing a guilty change of
heart and/or inducing a sense of remorse that will ultimately inhibit
the aggressor.*® This presumes that only two actors are involved in
the process of nonviolent resistance—the suffering resister and the
opponent—when, nonviolent resistance operates within a framework
involving three actors: the suffering nonviolent resister, the opponent
(the government and/or security forces), and the larger audience (the
population). Social media is often used as a sociotechnical means of
increasing awareness/advocacy for a particular cause;**® in nonviolent
resistance, the cause is often to publicize the case of an individual or
alienated groups’ suffering.”’ The interconnectedness of social media
users ensures communication of victims can occur despite deliberate
censorship attempts.*”! This communication does not necessarily trans-
late into physical action on behalf of a particular cause;*”? however,
“slacktivism” may also increase the perception of public support’” and,
in turn, consensual validation.

Social media also provides access to younger populations, the mobi-
lization of whom can present both challenges and opportunities for
established political organizations. The mobilization of civic youth
organizations under the well-trained Otpor! youth movement leaders
from Serbia and Georgia provided a level of maturity and nonviolence
that was critical for the effective presentation of a united front against
the sitting administration.*”
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7.10 The convergence of accessible technology, a social trend toward
increased online sharing, and the ability to organize virtually
and share experiences in real time via social media fundamentally
changed nonviolent resistance in the twenty-first century by
enabling an unrelated group to rapidly spread information,
mobilize, and behave in a manner supportive of a particular
sociopolitical objective.

Hacktivism

Hacktivism, the exploitation of computer systems (hacking) for a
political purpose, brings methods of civil disobedience to cyberspace.*
Hacktivist tactics include a litany of constantly evolving techniques,
often at the leading edge of information security. Included among
them are virtual sit-ins, automated email bombs, web hacks and com-
puter break-ins, and computer viruses and worms. A virtual sit-in is the
cyberspace equivalent of a blockade where the objective is to disrupt
normal operations, thus calling attention to the perpetrator. In 1998,
the EDT organized a series of web sit-ins against a series of Mexican
and US government websites, as well as the Frankfurt Stock Exchange,
to demonstrate solidarity with the Mexican Zapatistas.*” This variation
of a DOS attack encourages supporters to visit the specified sites to
overwhelm the servers and limit accessibility. An email bomb is another
form of virtual blockade in which a particular email address is (or group
of addresses are) inundated with messages, preventing the effective use
of a particular account or server. In 1998, a Tamil group sympathetic
to the Liberation Tigers of Tamil Eelam (LTTE) swamped Sri Lankan
embassies with thousands of email messages from the Internet Black
Tigers. Website defacement is a form of hacking that does not neces-
sarily seek to exfiltrate information or corrupt a network but rather to
replace existing public content with a political message. Also in 1998,
a group of Portuguese hackers modified the sites of forty Indonesian
servers to add a “Free East Timor” banner.** Hacktivists use computer
viruses, worms, and other malicious code to disseminate propaganda
and damage target computer systems.””® The WANK worm and other
hacktivist tactics are migrations (with some mutation) of techniques
used in the physical domain to the cyber domain.
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Hacking

Hacking can be a means of political resistance—a deliberate
attempt to either expose perceived government injustice, advance
a particular sociopolitical agenda, and/or provide a voice to disen-
franchised individuals.*”” Hacking can be used tactically as a means
of gaining information or strategically such that the threat of being
hacked raises the operating costs for organizations or governments
that a resistance movement seeks to affect. The main targets of com-
puter attacks, especially for web defacing, are government systems or
websites, particularly military sites and those belonging to large cor-
porations (mainly financial); those that perform critical functions for
security or for the economy; telecommunications companies, Internet
providers, and hardware producers; and schools and universities. Edu-
cational institutions, however, are typically used only as launch pads or
staging points for attacks against other targets due to their relatively
permissive access polices.*™

A common tactic in nonviolent resistance is the use of humor as a
means of mobilization, facilitating a culture of resistance, and an inver-
sion of oppression.*” Humor attracts members through its engendered
energy, creativity, and enjoyment, thus increasing in-group cohesion
by boosting morale by comically exacerbating in-group/out-group dif-
ferences.** Humor can also be used to provoke an enemy and demon-

strate contemptfor**! or logical fallacies within**? extremist messaging.

Humor as a component of resistance in cyberspace often mani-
fests as trolling, the act of making intentionally offensive or provoca-
tive online posts with the aim of upsetting someone or instigating an
angry response. Trolling is typically executed by trolls, often anony-
mous individuals who use targeted ridicule to delegitimize a target, be
it an organization, individual, or political movement. In some cases,
trolling can take the form of comments posted in chat rooms, while
in other cases, more elaborate trolling entails hacking into Twitter
accounts, manipulating content, and sending messages wholly differ-
ent from the user’s prior behavior. For example, hackers took control of
self-identified Islamic State soldiers’ accounts and replaced the jihadist
messaging and imagery with pornography,* while others attempt to
technologically disrupt the extremist infrastructure.*** Some sought to
openly engage with supporters and challenge the legitimacy of their
belief system.**> Not all trolls act as part of a larger sociopolitical move-
ment; many simply offend for the sake of offending or for fun.
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Anonymous’ employed trolling regularly with a variety of targets,
ranging from corporations to terrorist organizations. An example of
the latter occurred on December 11, 2015, or “trolling day,” in a con-
certed effort to undermine the propaganda of ISIL through mockery,
direct antagonism, an/or humiliation.**® Project Chanology, however,
raised trolling to a contemporary form of social protest.*” Project
Chanology was an operation conceptualized by Anonymous to inform
the public of Scientology’s questionable practices. The operation is
an exemplar of social movements in the digital age, demonstrating
how the social role of the internet troll, and the culture that gave rise
to it, resulted in novel forms of social protest.*® Anonymous sought
to inhibit the church’s ability to function normally both online and
offline, ultimately changing the societal perception of the religion.**
The operation was largely structured around the idea of “offline troll-
ing,” or extending the concept of provocative pranks to the physical
domain.* Many early supports of Project Chanology often associated
with online communities hosted at 4chan, which gave rise to a sub-
community of participants who extolled trolling, intimidating, and
even bullying others.*' The skills developed in 4chan, the ability to
rapidly respond to comments with witty counters, rapidly uncovering
the identity of a poster (or “doxxing”), and/or gaining consensus to
defeat an idea or demean the ideologue, proved useful in defending
Anons who participated.*”® Often, these caustic arguments served as a
distraction for hackers to reorganize in a protected chat room to plan
and execute more sophisticated operations against the Church of Sci-
entology.*”® These arguments also reinforced solidarity by elevating
the culture of humor and memetic knowledge, the proverbial “inside
joke,” to a distinction between the in-group from the out-group.** This
group distinction resulted in a tactical distinction, making the effort
novel and thus drawing both recruits and media attention.*”

The contemporary use of memes tends to not only rapidly prolifer-
ate but also readily adapt to changes in circumstances; images may be
manipulated or a concept deliberately misapplied to further extend the
relevance of an inside joke and/or insult those not in on said joke. As a
result, Anonymous adapted to the unfolding circumstances in the phys-
ical domain and updated the memes to reflect said changes, mutating
both the culture and the participants. This bidirectional flow of cultur-
ally unique information afforded Anonymous a degree of psychological
nimbleness supported by crowdsourced participants.*® As such, Project

265



Resistance and the Cyber Domain

Chanology exemplifies the contemporary social movement enabled by
and conducted with and through the cyber underground.

Cyber Terrorism

Terrorism, as conceptualized in Human Factors Considerations of
Undergrounds in Insurgencies,*” is a particularly violent form of psycho-
logical warfare. Chapter 11 of that book discusses not only the individ-
ual and social psychological effects of terrorism but also the planning
and justification processes behind the decision to use this tactic. NATO
considers cyber terrorism a cyber attack using or exploiting computer or
communication networks to cause sufficient destruction or disruption
to generate fear or to intimidate a society into an ideological goal.**®
This is particularly evident when considering the psychological effects
of a physical attack on a trusted information infrastructure from trans-
portation networks, to banks, to hospitals, to voting machines. More
often than not, however, organizations use cyberspace to spread terror
without necessarily damaging infrastructure.

Terrorism is a deliberate, and often highly effective, manifestation
of psychological warfare that exists “along the edge of a nightmare.?
The Islamic State appears to consider terror among its principal psy-
chological objectives.’”® The resultant anxiety and dysphoria associated
with acts of terror create not only an increased fear but also awareness
of death. This leads individuals to affiliate with those of similar world-
views and to be more willing to sacrifice their civil liberties to charis-
matic (and authoritarian) leaders.5"!

The Islamic State, an insurgent organization that drew its lineage
from al Qaeda in Iraq, successfully overran Iraqi and Syrian forces to
govern large swaths of territory in Iraq and Syria. In June 2014, the
group’s leader, Abu Bakr al-Baghdadi, declared that territory to be
the modern incarnation of the Islamic caliphate and thus himself the
caliph.?* ISIL was particularly brutal in its use of violence against both
military and civilian targets. The latter was particularly terroristic in
its intimacy, often employing a combination of creativity and cruelty to
intimidate those who might resist.””> A group of hackers claiming affil-
iation with ISIL, identified as the “CyberCaliphate” not only helped
publicize ISIL video depictions of its brutality but also conducted a
series of hacks in support of the organization.”” Most noteworthy was
hacking into the official Twitter and YouTube accounts of US Central
Command. The hackers defaced the sites and included pictures that
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hinted ISIL infiltrated US military formations.’” While the attacks
were notable for their brazenness, the damage caused was not physical,
and it is unclear whether there was a significant psychological impact
on either US forces or civilians. ISIL advanced the role of cyber in
blended attacks or the combination of virtual and physical actions to
accomplish a specific objective. **°

Cyber terrorism, particularly incitement to others to act on behalf
of an organization or movement via the Internet, is a low-cost means
of expanding the reach of a terrorist group. Al Qaeda, AQAP, and ISIL
have all incited others to commit acts on their behalf without requiring
individuals to travel to the Middle East or Central Asia, formally affili-
ate with a group, and/or receive any training or material support to
conduct the attacks.””” Anwar al-Awlaki and AQAP’s English language
magazine, Inspire, also advocated “Open Source Jihad,” where readers
could take action close to home using readily accessible tools such as
knives, vehicles, and hunting rifles to spread terror.’’®

Terrorist organizations seek to manipulate two principal audiences:
the organization’s constituency (in-group) and the enemy (out-group).’”
The principal objective of the former is to demonstrate strength, while
the goal of the latter is to intimidate and/or paralyze the citizenry and
provoke the enemy. > In-group messages stress the necessity of violent
resistance to accomplish the desired end state, that negation is acquies-
cent to tyrannical authority, and that the adversary is vulnerable. ISIL
not only uses language describing in gruesome detail the brutality of
its actions against soldiers on the battlefield as well as prisoners®' but
also uses professionally shot and edited footage in its video releases.’'*
ISILs use of violence-related themes describing prisoner executions
and the subsequent humiliation of the groups those victims represent
is unapologetic and direct.” ISILs use of ritualistic decapitations is
staged to maximize their terrifying effect through shock.* While
decapitation may indeed be homage to medieval Islam, the intimacy
of the act and the human revulsion to perpetrating it may contribute
to the voyeuristic nature of the videos.”"® Though ISIL's beheadings are
a terroristic act of psychological warfare, they still hold religious sig-
nificance. ISIL’s rationalization of prisoner beheadings is a selective
interpretation of Swurah 47:4, deliberately taken out of context.”'® ISIL
not only rationalizes but also seems to take pride in its use of terrorism
by closely binding violent imagery with Quranic references, providing
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a degree of legitimacy and constituted authority for its selected tar-
get audiences. *7

While the emergence of a cyber terrorist organization that exists
solely online has not yet come to fruition,® individuals have been
charged with cyber terrorism. In October 2015, the US Department of
Justice charged Ardit Ferizi, a citizen of Kosovo living in Malaysia, with
stealing the data belonging to the US service members and passing it to
the members of the Islamic State with the intent to use the information
in terrorist operations against the individuals themselves.””® The trove
contained email address, passwords, and other contact information
from 1,351 US service members.?® This type of doxxing at scale pres-
ents a significant threat to members of security forces and their fami-
lies. While the CyberCaliphate’s and Ferizi’s actions demonstrated skill
and raised concerns amongst security forces and cybersecurity schol-
ars, the physical (and certainly, existential) threat of cyber terrorism
has not yet materialized.”® Often, the threat is exaggerated by cyber-
security proponents seeking to harden infrastructure and who argue
that waiting for the demonstration of such capability incurs too much
risk.”® Nevertheless, a cyber warfare component is typically present in
most terrorist organizations, and use of such tactics does not show signs
of abating. That said, contemporary counterterrorism forces prioritize
the disruption or destruction of adversary organizations’ ability to plan
and execute operations online.”®

KEY TAKEAWAYS

d

7.1 Unconventional warfare in cyberspace requires a rich
contextual understanding of the sociotechnical aspects of
the cyber ecology.

7.2 The Internet facilitates locating and contacting
communities of similar ideological interest. As such, “local”
cyber resistance may not require a physical footprint.
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7.3

7.4

7.5

7.6

7.7

7.8

7.9

Leaderless or limited hierarchy-type resistance movements
can maintain operational security without the requirement
for sophisticated physical security tradecraft.

The personalities of key leaders can also have a strong
influence on the operations of resistance movements,
particularly during their early stages. Charismatic
leadership in cyberspace may take on different forms but
is typically accompanied by the technological skills often
associated with elite hackers.

There is no single hacker profile, although there are
consistently observed behaviors—for example, having an
intense focus on a particular technical challenge at the
expense of the more mundane.

Many aspiring hackers seek both identity and affiliation,
and the lure of the cyber underground can provide not
only a sense of belonging but also a sense of purpose and/
or an idealized technocracy where skill alone determines
whether one is accepted.

Recruiting remains arguably the most essential activity of
resistance warfare, and the use of the Internet includes
online forums, social media, and even video games

to advertise, solicit, and recruit potential members/
supporters.

Counterintelligence is among the most important
functions of the underground. Social engineering and
doxing are two signature intelligence collection tactics
used by cyber undergrounds.

Cyberspace is proving to be the decisive battleground for
political and psychological warfare.
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7.10 The convergence of accessible technology, a social trend
toward increased online sharing, and the ability to organize
virtually and share experiences in real time via social media
fundamentally changed nonviolent resistance in the twenty-
first century by enabling an unrelated group to rapidly spread
information, mobilize, and behave in a manner supportive of a
particular sociopolitical objective.
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Chapter 8. Attribution and Cyber Resistance Moments

THE NEED FOR CYBER ANONYMITY

ouee

Resistance movements should avoid attribution when they want to
protect themselves. While they often seek attribution to their cause
when they want credit for an action, they still want to maintain ano-
nymity of the individual members to avoid reprisals. Achieving and
sustaining anonymity is essential to avoid attribution as a member of
the resistance.

Cybersecurity is as important as physical security in terms of avoid-
ing compromise. Every person and organization in the modern world
has some sort of cyber footprint. Under certain circumstances, that
footprint can lead to the attribution of the person or the organiza-
tion. In the physical world, a resistance member uses a nom de guerre to
keep his or her real identity unknown to the state security service. In
cyberspace, one resistance member may use multiple cyber user names
or personae to maintain anonymity while undertaking cyber activities.
Maintaining multiple user names and personae is similar to having a
set of passports that can be used in different circumstances.! Without
personae in cyberspace, the anonymity of a resistance member could
be readily breached. For example, it is believed that there is no longer
any true cyber anonymity in China due to the degree of control the
state security service has over the Internet in that country.?

In a similar manner, the state security service often needs to pro-
vide some level of anonymity to its members, especially those who need
special protection. That anonymity should also extend into cyberspace
for the same reason—to separate the cyber footprint from the physi-
cal footprint of the member. State security service members in certain
key positions often need as much anonymity in cyberspace as key resis-
tance members. This chapter, however, focuses on resistance movement
attempts to avoid attribution. For those seeking cyber anonymity, the
current complexity of the Internet provides many opportunities for
nonattributable or misattributable activities.
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To better understand cyber anonymity, we introduce the differences
between the web, the deep web, and the dark web. This chapter then
addresses attributed entities and the types of attribution and method-
ologies that enable attribution. Technical details describe the analy-
sis required to attribute an entity. To conclude, this chapter addresses
methods to minimize attribution of the resistance movement to the
state security services.

THE WEB, THE DEEP WEB, AND THE DARK WEB

The common language of the Internet is called the Internet proto-
col (IP), with nearly all of Internet traffic consisting of the latest two
versions: IPv4 and IPv6. On top of the IP lies a variety of other trans-
mission protocols, such as user datagram protocol (UDP) and trans-
mission control protocol (TCP). These protocols enable data to be
logically deconstructed and sent across IP networks in small snippets
called “packets” that allow for reconstruction by the end device.

Perhaps the most familiar Internet technology is the worldwide web
(WWW), or simply “the web,” which is built on top of TCP and IP. The
web is what most people experience as the “Internet’—consisting of
web pages they view in a web browser. The web comprises a server and
browser communicating over the hypertext transport protocol (HTTP),
which is a standard of communication built on top of TCP/IP.?

While the Internet is in general thought of as a free and open col-
lection of information, it is rather more technically a communications
transport for sending data between computers. This transport can be
used to openly share information, or it can perform more selective
sharing of information between only properly credentialed individu-
als or organizations. The media has taken to calling the parts of the
Internet that are not freely accessible the “deep web.” Examples of this
include bank account information, document repositories, medical
records, etc.
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Another deep web component is traffic where both users and serv-
ers are nonattributed. Through the use of the onion router (Tor),*
information can be shared and accessed anonymously. This is referred
to as the “dark web.” Much like the rest of the Internet, the dark web
consists of all types of content. However, because the dark web is anony-
mous, it serves as a haven of bad content, such as stolen information
and child pornography. The dark web also includes anonymizing net-
works similar to Tor, such as Freenet and I2P.

Resistance movements employ the web, the deep web, and the dark
web, depending on their purpose and need for anonymity. When the
resistance movement wants to reach an international audience to recruit
members or raise finances, they use the web, with the understanding
that their presence on that web server will likely be short, as described
in chapter 4. When they want to communicate more securely, they may
use the deep web, leveraging some degree of encryption. However, most
resistance movements rely on the dark web due to its strong encryption
and counter-attribution capabilities. This is one reason the US State
Department provides financial support to Tor to support resistance
movements fighting repression, in spite of the use of Tor by criminal
elements as well.’

8.1 Resistance movements employ the web, the deep web, and the
dark web, depending on their purpose and anonymity needs.
Most resistance movements rely on the dark web for internal
communications due to ils strong encryption and counter-
attribution capabilities.

ATTRIBUTION CONSIDERATIONS
AND ENTITY TYPES

Attribution analysis attempts to use available information to attribute
the entity that caused a cyberspace attack or specific communication.
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An attributed entity can be a human or a network device, depending
on the type and amount of evidence discovered. Attributed entities can
fall into four categories: nation-state, a network or specific device, an
organization, or an individual. Achieving full attribution to a specific
individual is very difficult, often impossible.

Attributing to a Nation-State

The most commonly known type of attribution is that to the nation-
state. In the early years of the Internet, network exploitation and attack
were often tied to a nation-state because only nation-states possessed
advanced capabilities and skilled personnel necessary to execute
an attack.

A cyber attack assessed to have nation-state involvement was exe-
cuted in Estonia in 2007. In this event, financial institutions were
subjected to an attack that disabled client access to the targeted insti-
tution’s websites. This attack was initiated in response to the Estonian
government moving a World War II memorial statute of a Soviet soldier
from Tallinn’s (Estonia’s capital) central cemetery to another cemetery.
The Estonian government announced its intent to move the statue and
received objections from the Russian government. In April, financial
institutions resident in Estonia were unable to execute transactions.
The attack was traced back to Russian IP space, and the Estonian gov-
ernment stated that the attack was state initiated.

Unfortunately, nation-states have since found ways to deny any
involvement in cyber attacks by hiring cyber criminals or hackers as
contractors. By claiming no knowledge of individual citizen behaviors,
nation-states have been able to choose their targets and deny involve-
ment even when the IP address of the attack traces back to their country.

Attributing to Computer Networks, Devices, and Botnets

Given the tools and capabilities available to conceal the identity of
the actor launching an attack, attribution may only extend to a com-
puter network or specific device from which the attack launched. One
type of attack that is difficult to attribute is a botnet, which is a type
of malware distributed on many geographically distributed machines
but which acts in concert to achieve a specified goal. Each bot in the
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network is malware installed on a machine, almost always without the
owner of the machine aware of its presence. The fact that each bot lies
undetected even when activated is one of the reasons for the longevity
and power of these botnets (see Figure 8-1).

Several botnets have been discovered, each consisting of thousands
of infected devices. For example, in 2008, Microsoft discovered a com-
puter worm called Conficker designed to interface with the Window’s
operating system, which replicated itself and spread via a computer net-
work. Each time the Conficker worm spread, it made the infected com-
puter part of a botnet. By the time the Conficker worm was discovered,
it spread to over twelve million devices.’

The increasing sophistication of modern botnets make them
exceedingly difficult to address. Because it is difficult to identify bot-
infected machines, some early success was achieved by identifying the
C2 centers of the botnets. Even just a few years ago, Botnets were often
controlled by a single C2 machine with an unencrypted communica-
tions channel. By analyzing an infected machine, the controller could
be identified, and law enforcement could effectively take the botnet
offline. However, modern botnets employ a highly distributed control
structure and encrypted communications channels. This increase in
anonymity and longevity make botnets appealing to resistance move-
ments, nation—states, and criminal organizations.

Figure 8-1. Botnet components diagram.
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Additionally, with the proliferation of Internet-connected devices
such as smart phones, security cameras, game consoles, and appli-
ances—all with various types of vulnerable software and often going
years without software patches—botnet operators have many new
potential types of targets to add to their networks.

Botnets are also popular tools because of their flexibility in execu-
tion.® They provide a flexible and inexpensive platform for creating a
wide range of effects, such as generating very large DDoS attacks. A
DDoS attack happens when a web site is flooded with more requests
to access the site than the site can process, and therefore the site shuts
down. A botnet aimed at a particular website can effectively shut it
down, at little operating cost and almost no risk of attribution.

Botnets are increasingly employed “for hire” to execute cyber
attacks on behalf of another party/employer.” An actor with very little
cyber knowledge or capability can be a formidable adversary against
another actor by employing a third party that makes its botnet available
for hire. The third party uses the botnet to conduct an attack and mini-
mize the chance of attribution by only using a percentage of available
bots and concealing the location of the botnet controller.

The Spamhaus Botnet Controller Advisory is a non-profit organiza-
tion that tracks spam-email-producing websites, malware, and botnets.
When Spamhaus identifies a botnet and its controller, it publishes a list
of controller locations by IP address for use by Internet service provid-
ers, cybersecurity organizations, and network operators to deny con-
troller access to an infected device."

Unfortunately, disrupting the ability for entities to build a botnet
made Spamhaus a target. In 2013, a large DDoS attack to date was
executed against Spamhaus. During the DDoS attack, the Spamhaus
site and services were inaccessible to clients. This DDoS attack involved
geographically distributed bots sending enormous amounts of traffic,
dramatically affecting not only Spamhaus, but also multiple Internet
service proivders' with infected customers.

8.2 Resistance movements continue to use botnets for offensive cyber
operations, as will cyber criminals and nation-states.'
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Attributing to an Organization

Organizational attribution expands beyond the nation-state to
include non-nation-state actors, such as extremist groups and profit-
motivated criminal organizations.” Nation-states and individuals also
can employ a criminal organization to act on their behalf, thereby mak-
ing attribution back to the nation-state or individual very difficult.

Organizational attribution can fall into two subsets: the entity
employing a cyber attack and the entity executing the cyber attack. In
this first example, a non-state entity known as the Lazarus Group most
likely acted on behalf of a nation-state (North Korea), thereby allowing
the nation-state to deny involvement in the action." In 2014, Sony Pic-
tures was hacked in what was assessed to be a response to the release
of a comedy film called The Interview, in which two reporters are hired
by the Central Intelligence Agency to assassinate the North Korean
Supreme Leader Kim Jong Un. Multiple cybersecurity organizations
analyzed the malicious code and concluded that the attack was exe-
cuted by North Korean actors known as Lazarus Group.” North Korea
denied any involvement and stated that the attack may have been exe-
cuted by North Korean supporters and sympathizers.” Although the
North Korean government denied involvement, it praised the attack as
a “righteous deed” because the film was seen as an “act of terrorism.”"”’

As a second example, in May 2017, networks in Europe were sub-
jected to a ransomware attack, referred to as WannaCry. A ransomware
attack involves a malicious code that hijacks a computer and encrypts its
contents. The malicious code operator only unlocks the computer once
a ransom is paid or never unlocks the encrypted contents, depending
on the purpose of the attack. For example, three days after the detec-
tion of the WannaCry attack, the ransomware spread to over two hun-
dred thousand organizations across one hundred and fifty countries."®

In 2017, the malware NotPetya spread from the servers of an unas-
suming Ukrainian software firm to some of the largest businesses
worldwide, paralyzing their operations. The cost to major companies
included, for example, $870 million to the Pharmaceutical Company
Merck, $400 million to Fedex, and $300 million to the shipping com-
pany Maersk. Some analysts concluded that, rather than trying to gain
ransom money, the malware was designed to send a political message:
“If you do business in Ukraine, bad things will happen to you.””
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Attributing to an Individual

Attribution to a specific individual can be very difficult when the
individual has multiple means to disguise his or her identity. Although
an attack may be attributed to an IP address, the IP address can be
spoofed (made to appear as though it is coming from a different IP
address). Even when the source IP address can be identified, the per-
son and motive behind an attack is less definitive and uncertain.” An
actor can reside in one country and initiate an attack from a device the
actor controls in another country (see Figure 8-2). Attribution to an
individual may need the cooperation of law enforcement in the country
hosting the IP space or attributed actor of the attack. An example of
attribution through law enforcement coordination and international
cooperation is the FBI’s crackdown on the Zeus malware coordinators.

Botnet
Controller

Botnet
Operator

Bot

Figure 8-2. Botnet operator and controller separation.

The Zeus malware accesses a computer via a website pop-up win-
dow that tells a user that his or her computer is infected with a virus.
The pop-up directs a user to a technical support site to remove the
malware after paying a “support fee.” By interfacing with the website,
the user uploads malicious code onto his or her computer, after which
the code records financial transactions and associated data (e.g., credit
card numbers).

The Zeus malware infected millions of computers and attacked US
financial institutions and individual bankers. The botnet consisted of
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globally distributed devices, but the control of the botnet resided with
individual operators. To take legal action, the FBI coordinated with law
enforcement agencies within the host countries of the suspected bot-
net operators. Through cooperation with the United Kingdom, Neth-
erlands, and Ukrainian law enforcement agencies, the Zeus malware
ring was disrupted.”!

Attribution Techniques and Types

In his article “A Survey of Challenges in Attribution,” Earl Boebert
describes two types of attribution: technical attribution and human
attribution. Technical attribution is generally seen within the cyberse-
curity community as the easier of the two techniques.”? Technical attri-
bution includes the forensic analysis of malicious code, data analysis,
and Internet pathways a code traversed to access a target device. The
challenge with human attribution is both discovering the true iden-
tity of the actor and understanding the motive behind the action. To
achieve conclusive attribution of a cyberspace action to a specific actor
requires both technical and human attribution.”

Technical Attribution

Another paper* by Shamsi et al. further divides technical attribu-
tion into two levels, leaving human attribution as the third level. Shamsi
considers level one the easiest because the attack evidence is within the
possession of the target owner, while the evidence is outside of the target
environment for levels two and three. Table 8-1 captures the three lev-
els of attribution analysis and the dimension that the level investigates.

Table 8-1. Levels and dimensions of attribution.

Technical Attribution

Level One | Source code analysis Forensic analysis of events, effects,
and methods

Level Two | Path analysis Investigation to identify the source
of the attack
Human Attribution
Level Actor attribution Identifying the actual actor (indi-
Three vidual or organization) that initi-

ated and controlled the attack
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Level one analysis is synonymous with conducting a forensic analy-
sis of the code to discover what happened. Level one analysis assesses,
for example, the type of malware used, the actions of the malicious
code to the target (e.g., exfiltrated data), the effects to the target (e.g.,
system crash/non-operable), and the method with which the code pen-
etrated the target (e.g., anti-virus software not updated).

Direct analysis of malware code compares the code to a library of
known malware and authorship. Identifying variations in the captured
malware can indicate patterns of reuse, possible co-authorship, and
intent of the attack. CrowdStrike, a commercial cybersecurity consult-
ing firm, used this method to assign attribution for the 2016 Demo-
cratic National Committee breech to Russia.*

An example of source code variation is the modification of the
Stuxnet code. In 2010, Stuxnet was used to disable Iranian uranium
centrifuges supporting the enrichment of uranium in Iran’s nuclear
capabilities development program. Stuxnet was designed to specifi-
cally target the controlling programs used in Iranian centrifuges by
disabling their safeguard programs, causing the centrifuges to spin at
rapidly varying rates, which disabled them. Since the release of Stux-
net, multiple code variations were discovered in the energy facilities of
eight countries. These variants were not related to a specific attack on
the newly infected systems, but the code was capable of causing dam-
age if or when activated.*®

Some tools are custom developed, while other tools are available for
public download, such as MetaSploit. MetaSploit is designed for legiti-
mate use by cybersecurity professions to test the security procedures of
networks. However, an actor can take a tool like MetaSploit and use it
for malicious purposes. Using publically available tools further hides
an actor’s identity because publically accessible tools can be used by
anyone.

8.3 Resistance movements need to continue to use tools to avoid
technical attribution to avoid compromise in the physical world of
the individual or the resistance movement.

Note that state security services in repressive regimes may not
require the “smoking gun” necessary for legal action in open societies.
Repressive regimes can identify, arrest, and interrogate likely suspects

302



Chapter 8. Attribution and Cyber Resistance Moments

without complete technical or human attribution. Because of this ten-
dency, resistance movements should follow Key Takeaway 8.4.

8.4 Members of resistance movements need to ensure that any
attribution obfuscation or misattribution capabilities are not
readily accessible on their persons, property, or communications
devices.

Level two analysis involves path analysis, attempting to identify
the origin of the attack. When not obfuscated, the IP packets carry
substantial, accurate information about the source IP address and the
path taken to reach the destination IP address (see Figure 8-3). The
IP packet content starts with the packet’s logical destination and ori-
gin (which can be spoofed, as previously described), followed by the
“payload,” which contains the protocol and data contained within the
packet. The final element of the packet is a cyclic redundancy check
(CRC) to determine if the packet was corrupted in transit. If so, error-
correcting code is applied, or the packet is sent again.

Destination Source MAC Destination IP Source IP Payload CRC
MAC Address | Address Address Address

Figure 8-3. IP-data packet composition.

Often a data packet traverses multiple hop points to reach its desti-
nation. Hop points are general terms for routers that “route” Internet
traffic. Similar to a traveler making connecting flights, hop points are
the connecting points needed for a packet to traverse the Internet and
reach its destination. Detailed pathway analysis is needed because an
actor can disguise the pathway taken and code a packet that presents an
image that a particular pathway took when in reality it was different.*’

Russian entities conducted cyberspace attacks on Georgian govern-
ment networks in August 2008. The attacks consisted of DDoS attacks
on Georgian websites executed through botnets. As Russian forces
entered the provinces of Abkhazia and South Ossetia, botnets attacked
and defaced Georgian websites. Forensic analysis after the attack
revealed evidence that these botnets were linked to Russian organized
crime groups, including the group known as the Russian Business Net-
work (RBN), which leased botnets for the attack.”® These attacks were
partially executed concurrently with a land invasion of South Ossetia,
which was the first time cyberspace operations were fully integrated
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into major conventional combat operations as part of a larger multi-
domain military campaign.”

The case of the cyber attack on Georgia highlights that technical
attribution is useful in describing the specific execution of a cyber
attack, but this is the limit. Who executed the attack and why crosses
over into human attribution. Although it can be argued that Russian
patriotism answers the why, the answer to whom can responsibility be
personally held is less certain.

Human Attribution

According to Boebert, human attribution is often more challeng-
ing than technical attribution. Referenced in Table 8-1, there is foren-
sic evidence (e.g., an affected target, altered data, pathway analysis to
access a target) left after an attack to conduct technical attribution, but
there may not be sufficient evidence to definitively connect the foren-
sics evidence to conclude and assign human attribution. An actor desir-
ing to attack a target can employ a third party to execute the attack on
his or her behalf; this is what is suspected in the Georgian government
cyber attacks. In some cases, the cyber attacks were traced back to IP
space in Russia, but the Russian government denied any involvement.*
A more concerning aspect of these attacks is nationals who act indepen-
dently of government sponsorship that attack another party. In such
cases, an aggressor government can still deny involvement but favor the
actions of the “rogue” cyber operative. Alternatively, a government can
discretely approach a third party to act on its behalf while denying any
involvement and empirical evidence.”!

Shamsi’s level three attribution focuses on human attribution. It
involves identifying the actual actor (individual or organization) that
initiated and controlled the attack. Many tools and techniques are
available to an actor to conceal his or her identity, though a resistance
movement’s member’s use or possession of such tools may be sufficient
for state security services to identify them, as mentioned earlier.

Malicious actors also can create fake identities disguising the actual
actor. For example, in 2012, Facebook reported that it identified eighty-
three million fake user accounts, although only a small subset were
malicious.”? In May 2014, Reuters reported that Iranian actors cre-
ated false social networking accounts to spy on high-valued military
and political leaders in the United States, Israel, and other countries.*
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The actors established personas on Facebook and other social media
sites and targeted friends and family of the high-valued targets first
to build credibility. After befriending friends and family, the actors
contacted the high-valued target. Contact was first non-malicious and
involved sending news links, such as NewsOnAir.org. After trust was
established, additional links with embedded malicious code were sent
to the target. FireEye Inc.’s intelligence analysis subsidiary ISight inves-
tigated the activity. ISight’s level one and two analyses revealed that the
malicious code included the security password “Parastoo” to protect
the code from modification. ISight previously associated this password
with actors operating in Tehran. Additionally, NewsOnAir.org was reg-
istered in Tehran.** ISight could not conclude if the actors were directly
linked to the Iranian government but suspect so because of the com-
plexity of the operation.”

Table 8-2 from Shamsi provides examples of cyber attacks and asso-
ciated level attribution from 2007 to 2015.°° From left to right, the col-
umns include the attack name, the details of the technical attribution
findings, the details of the assessed motivation behind the attack, the
details of any conclusions and the actual/greatest degree of attribution.
The final column depicts the cumulative result of technical and human
attribution from which a level one through three is assigned. Only one
of these cases resulted in an attribution at level three, highlighting the
challenges of achieving human attribution for non-repressive regimes.
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Table 8-2. Cyberspace attribution examples.

Attribution level achieved for cyberattacks.

Cyberattacks Attack technique Motivation of the attack Attribution achieved Attribution level
Estonia (2007) DDoS, phishing, spaming, Referred togeo-politicalas IP addresses were found 2
Botnets it came soon after the from varied locations,
removal of a Russian mainly Russia.
monument Russia—
Georgia (2008) DDoS, structured query Georgia military conflict Russian IP addresses 2
language injection, HTTP- (associated with
based attacks, Botnets Sabotage Iran’s nuclear StopGeorgia.ru)
Stuxnet (2009) A malware worm was power plant No definite attribution was 1
injected using a USB achieved. Only the type of
device to one of the malware and its functionality
controllermachines within was identified.
thenuclearplant. Referred as counter-
Operation Aurora (2009) Trojan. Hydrag—malware espionage of Chinese Symantec named the 2
(malicious payload) government by some group of attackers as
analysts Elderwood for a parameter
used in attack source code
and use of vulnerabilities,
but no definite attributes
were found].
Target Store (2013) Malware, penetrating to Financial gain/hacktivism Based on a Russian 2
access cash register malicious tool BlackPOS
systems
Spamhaus (2013) DDoS, Domain Retaliation to cyberbunker  Cyberbunker and anti- 3

Name System (DNS)
reflection attack

(an anonymous hosting
service) being blacklisted

Spamhaus group
“Stophaus” were named

as the attackers.

The stolen data were 1
revealed by the criminal.

Data analysis dubiously

revealed that it was insider

job.

by Spamhaus
Ashley Madison Possible insider data theft Hacktivisim

Data Theft(2015)

DDos, Distributed Denial of Service
IP, Internet Protocol

HTTP, Hypertext Transfer Protocol
USB, Universal Serial Bus

Resistance Anonymity Techniques

Anonymity allows actions to be taken within cyberspace without
the perpetrator likely being caught. For example, ISIS attempts to gain
recruits and financial support via cyber means. ISIS tailors its messages
posted on the Internet to appeal to frustrated youth regardless of their
geographical location. By tailoring a message that reinforces anti-US
messages and in a manner that appeals to younger audiences, ISIS gen-
erated a global stream of foreign support.”’

Resistance operations planners conduct their own analysis of the
cyberspace environment and seek to use the environment to their
advantage. Some methodologies used by resistance movements leverag-
ing the cyberspace environment include using encryption, Tor, online
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criminal websites, cyber mercenaries, technical misattribution, blend-
ing into a crowd, and facilitating or encouraging multiple actors to
operate against the same target.

Encryption

Encryption methods are a basic staple of resistance movements, and
many of the more advanced anonymizing methodologies use encryp-
tion. As described in chapter 4, secure browsing is more secure than
regular browsing, although browsers can be tagged even when using
secure browsing. In a similar manner, encrypted communications on
smart phones are more secure than unencrypted communications, but
cellular communications can be hacked by the state security services.
Encrypted emails are more secure than unencrypted ones, but the very
use of encrypted emails may be a red flag for the state security services
to presume a user hiding information.

8.5  While encryption can help resistance movements in most cases,
espectally for protecting data at rest, encryption of communications
needs to be used judiciously to not attract unwanted attention from
state security services.

Smart phone applications, such as Telegram, that claim secure
encrypted communications have increased in use. Telegram includes
features that encrypt message traffic from sender to receiver known
as end-to-end encryption and contains a message self-destruct feature,
which deletes saved messages after a specified period. Governments
expressed concern over criminal and terrorist usage of end-to-end
encryption because it is difficult to crack.’® * ISIS used Telegram to
broadcast propaganda and used “invite only” features to pass sensitive
information such as bomb construction.*’

In April 2017, a metro station in St. Petersburg, Russia was subjected
to a terrorist bombing, claiming fifteen lives and wounding forty-five.
The Russian Federal Security Service reported that the terrorists used
Telegram to synchronize attack preparations.* In July 2017, Indonesia’s
Ministry of Communication contacted Telegram administrators over
concern that the app’s public channels were used to broadcast terrorism-
related content and propaganda.* Telegram announced that it would
establish a team of moderators with a proficient understanding of Indo-
nesian language to identify and remove terrorism-linked content.*
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High-Strength Anonymization: Tor

An anonymization technique, known as Tor, is a program funded
by the US government, among other organizations, that enables users
to communicate and share content anonymously. Tor enables both the
defeat of network-level observation, path analysis, and traffic analysis.
By simply installing Tor software on a computer, a user can have very
strong anonymization in accessing and sharing information. Tor adds
new layers of encryption as a message passes through the next Tor node
and then removes layers of encryption as the message is delivered to
the intended recipient (see Figure 8-4).

Tor became the Internet communication of choice for those trying
to avoid attribution, whether part of a resistance movement or crimi-
nal activity such as child pornography. Tor remains in use around the
world due to its regular success at retaining the anonymity of its users.

8.6 Resistance movements can avoid most forms of technical
attribution by using Tor to facilitate communications.

Router A

T
Source T—~-

Destination

Figure 8-4. Layers of encryption used in Tor.

Leveraging Online Criminal Websites

Tor has been used by a number of illicit sites on the dark web, such
as Silk Road, Alpha Bay, and Hansa. Follow-on analysis from the Alpha-
Bay and Hansa deactivations indicate that the seizure of one dark web
site increases the use of others that have yet to be shut down.*

Silk Road was a Tor-hosted website used as an online marketplace to
execute anonymous transactions for illegal drugs, forged documents,
and illegal services such as hackers.* All exchanges on Silk Road were
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executed via Bitcoin to avoid any traditional currency transaction track-
ing methods.*®

The government conducted a two-year investigation that concluded
with the arrest of the operator of Silk Road and the disestablishment
of the website. Authorities located Tor software associated with serv-
ers in Iceland, Romania, and Latvia.”” Through mutual legal assistance
treaties, the government received from law enforcement copies of the
servers in the foreign locations. Technical attribution of the foreign
servers enabled investigators to map the Silk Road network and its
transactions.*® Federal authorities conducted technical and human
attribution, which enabled undercover agents to penetrate the website,
locate and dismantle web servers, and identify and arrest of the web-
site operator.* >
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Srop by Category
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Figure 8-5. Silk Road webpage screenshot.

In July 2017, the black market sites AlphaBay and Hansa were seized
and taken offline. Both of these sites operated as Tor hidden services
and were accessible only via Tor clients. International cooperation
between law enforcement agencies, undercover agents, and human
attribution enabled the sites to be located, supporting devices seized,
and the sites deactivated.
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AlphaBay had over two hundred thousand users and forty thousand
vendors before being shut down.*"*>* The site was used to sell malware,
controlled substances, chemicals, weapons, stolen financial informa-
tion, and counterfeit documents.** AlphaBay was upfront about being a
black market, advising vendors how to avoid law enforcement detection.”

Concurrently, Dutch law enforcement seized and deactivated the
black market site Hansa.® Hansa was shut down to prevent the sale of
drugs, weapons, and malware.”” Dutch authorities located and arrested
site administrators in Germany and seized servers supporting the web-
sites in the Netherlands, Germany, and Lithuania.™®

Resistance movements can also use an online, criminal, commercial
site as the basis to communicate tasks to be undertaken and compen-
sation provided to its distant supporters. At the same time, resistance
movements need to disguise their identities if and when such an online
criminal network is seized so that the transactions by resistance move-
ments with that site remain unattributable to its members. This leads
to Key Takeaway 8.7.

8.7  Resistance movements can leverage online criminal sites for hiring
hackers, buying weapons, laundering money, or other activities
and should hide their identities even when using these siles.

Employing Cyber Mercenaries

Resistance movements can leverage online, criminal, commercial
site for goods and services and directly hire cyber mercenaries. Resis-
tance personnel frequently do not have to be highly skilled in advanced
cyber operations. Instead, a resistance movement can hire a cyber mer-
cenary group to execute cyberspace operations on its behalf. The IT
magazine Dataquest assesses that cyber mercenaries will continue to be
sought, grow in number, and increase in usage due to employment sim-
plicity, offering their skills to any third party willing to pay. Kaspersky
Laboratories also assesses that cyber mercenaries and other hit-and-
run-like groups will continue to grow in number and make themselves
available for hire.”

Kaspersky Laboratories named and tracked a group it called Icefog
since 2011. Icefog is an advanced, persistent threat detected in the net-
works of the Japanese and South Korean governments. Icefog is assessed
to be a small group of highly skilled technical personnel possessing the
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ability to penetrate a network, pinpoint the targeted data, or precisely
generate the effect they want, and then exfiltrate in a hit-and-run-like
tactic. Most attacks have been in South Korea and Japan and involved
data exfiltration from specific computers.®” Variants of Icefog code
included code that sought and interfaced with Korean- or Japanese-
language programs. Icefog attacks appeared to aim against specific
targets from which data was exfiltrated, and then the target was dis-
engaged. Kaspersky Laboratories assessed that Icefog knew in advance
what was desired from its victims.® Since its discovery, additional Icefog
activity was detected in the United States, China, Australia, the United
Kingdom, Italy, Germany, Austria, Singapore, Belarus, and Malaysia.®

Additionally, Dataquest assesses that cyber mercenaries will sell digi-
tal access to hacked high-profile targets as an access service scheme.®
Pre-accessed targets potentially decrease the time to implement a cyber
attack by having third parties select targets already accessible vice pay-
ing cyber mercenaries to access a currently unaccessed target.

8.8 Resistance movements can significantly increase their offensive
cyber capabilities by hiring mercenary hackers to perform attacks or
provide initial access to desived targets.

Using Technical Misattribution

Another technique used by malicious actors is to appear to be some-
one they are not or to disguise the online source and path of their
action.® As an example of trying to misattribute the identity of the
originator, code is available to obfuscate configuration files, such that
configuration files written originally in one language (such as English)
is published instead in another language (such as Chinese).

Disguising the source IP used by the resistance movement is
also essential to misattribution. The Vault7 cyber tool released on
WikiLeaks, for example, enables an actor to execute an attack from an
IP space but disguises it as an attack from another.® Resistance move-
ments can also misattribute the path of their activities by compromis-
ing other machines as hop points for their operations. Hop points are
compromised cyber assets that are located anywhere in the world. An
actor in Russia, for example, could compromise a device in China and
launch a cyber attack against the United States from a Chinese-owned
IP address. Much like burner phones, resistance movement hop points
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will likely be used only once or a few times before being abandoned.
This ability to quickly shift the apparent path of the communications
helps prevent the state security services from tracing back the path
from the target through the hop point to the real source of the cyber
action by the resistance movement.

For example, a cyberspace attack can be directed from an actor
physically residing in Argentina, initiate an attack from Australian IP
space, and affect a target in the United States (see Figure 8-6). Sep-
arating the attack source and the target enables asymmetric warfare
because an actor can put global distance between its location, the tar-
get’s location, and the connectivity to the target.®

Malicious code offloads
from the payload and
attacks the target

initi IP packet with malicious
Agarassor |n|t|ates.an g code is sent to the target
attack from Argentina 2 |
by hijacking a

Agressor constructs an IP
packet and embeds malicious
code within the packet

computer in Australia

Figure 8-6. Source and path misattribution

8.9  Resistance movements need to leverage identity, source, and path
data to preclude being attributed by state security services.

Blending into a Crowd

Another way for a resistance movement to avoid attribution is to
use tools available to anyone around the world. This approach enables
an actor to blend into a crowd. For example, the Vault7 releases men-
tioned earlier include tools reportedly used against forty targets across
sixteen countries.”” The Vault7 postings enable anyone to download the
attack tools, thereby making any such user a suspect.
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In a similar manner, using open-source tools, such as MetalSploit
described earlier, can hinder state security services from performing
technical attribution to the resistance movement. However, as previ-
ously mentioned, simply possessing such tools may be fatal when under
a repressive regime.

8.10 Using publically available tools can help make it difficult for the
security services to perform technical attribution against resistance
members, but the very possession of such tools might be sufficient
cause for persecution by a repressive regime.

Facilitating Multiple Actors against the Same Target

Another attribution consideration is that there may be multiple
unaffiliated actors attacking the same target. Such a situation can arise
when an individual, organization, or device is attacked by multiple hos-
tile parties, but the attacks are not a synchronized effort. For example,
during the 2000 Palestinian-Israeli cyber conflict, hackers from around
the world joined in attacking either Israeli or sometimes Palestinian-
supportive websites.*

Conversely, geographically distributed attacks may be synchro-
nized, such as the Russian-organized DDoS attacks on Georgia in 2008.
The Russian-provided botnet software was made available for public
use from RBN pages and the website stopgeorgia.ru.®” Russian “patri-
ots,” whether physically living in Russia or abroad, could use the RBN
website to attack Georgian websites from their personal computers.
The RBN provided the means, but Russian supporters located around
the world expanded the number of actors involved.” The Russian gov-
ernment denied any involvement or control of the cyber attacks, and
some scholars argue that it is difficult to hold the Russian government
accountable because many of the attackers were civilians recruited
from social media sites.”

There are multiple, real-time, Internet-based communications
capabilities, such as voice-over IP. The book Cyber Borders No Boundar-
ies describes cyberspace as a seamless environment unlike traditional
geographic borders.”” This global reach enables seamless, real-time
communication between actors that may be geographically separated
by thousands of miles. Because of this real-time communication,
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resistance coordinators can rally and synchronize global support to a
common cause.”

If aresistance movement can generate sufficient public supportfrom
participants abroad, it may be able to generate a DDoS attack against
a target of significant political value. If sufficient numbers of people
from countries outside the control of the state security services partici-
pate in the attack, this magnifies the effect of the attack while protect-
ing the participants from attribution and subsequent retribution.

KEY TAKEAWAYS

oueEe

While normal communications on the web are fairly easy to attri-
bute the source, path, and sender, there are many techniques available
to resistance movements to disguise all of the above, thereby maintain-
ing their anonymity on the web. Operating on the dark web using Tor
can significantly increase the probability of maintaining anonymity.
However, repressive regimes do not need complete proof of the iden-
tity of the sender to identify, arrest, and interrogate likely suspects.
Therefore, resistance movement members need to make sure that any
encryption, obfuscation, and anonymization software is not readily dis-
coverable as being in their possession. Hiring cyber mercenaries can
also provide increased anonymity to resistance movement members.

The following is a summary of the ten principles presented in this
chapter:

8.1 Resistance movements employ the web, the deep web and
the dark web, depending on their purpose and anonymity
needs. Most resistance movements rely on the dark web for
internal communications due to its strong encryption and
counter-attribution capabilities.
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8.2

8.3

8.4

8.5

8.6

8.7

8.8

8.9

Resistance movements will continue to use botnets for of-
fensive cyber operations, as will cyber criminals and nation-
states.

Resistance movements need to continue to use tools to
avoid technical attribution to avoid compromise in the
physical world of the individual or the resistance move-
ment.

Members of resistance movements need to ensure that any
attribution, obfuscation, or misattribution capabilities are
not readily accessible on their persons, property, or com-
munications devices.

While encryption can help resistance movements in most
cases, especially for protecting data at rest, encryption of
communications needs to be used judiciously to not attract
unwanted attention from state security services.

Most resistance movements can avoid most forms of techni-
cal attribution by using Tor to facilitate communications.

Resistance movements can leverage online criminal sites
for hiring hackers, buying weapons, laundering money, or
other activities and should hide their identities even when
using these sites.

Resistance movements can significantly increase their of-
fensive cyber capabilities by hiring mercenary hackers to
perform attacks or provide initial access to desired targets.

Resistance movements need to leverage identity, source,
and path data to preclude being attributed by state security
services.

8.10 Using publically available tools can help make it difficult

for the security services to perform technical attribution
against resistance members, but the very possession of such
tools might be sufficient cause for persecution by a repres-
sive regime.
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Before the Internet, resistance movements were primarily limited
to a geographic region. Through Internet connectivity, the cyberspace
environment can link disparate parties to a unified action. Future
cyberspace attacks will be difficult to counter as resistance movements
maximize resource access through cyberspace and minimize attribu-
tion through the use of obfuscation technologies, third parties, and
patriotic nationals. Chapter 10 presents a fictional case of “The Red
Berets” to describe how a resistance movement can maintain a desired
level of attribution, nonattribution, or misattribution.
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INTRODUCTION

SISl

The growth of information technologies and their increasing use
worldwide by civilian populations, US allies, and adversaries continues
to have a significant impact on military operations. These technologies
are accessible to non-state adversaries who can leverage them for any-
thing from intelligence collection to recruitment, often without legal
and policy impediments. For SOF, cyberspace activities, or IRCs' are
relevant across core SOF missions. However, as the focus of this com-
pendium is on cyber and resistance, the discussion focuses on IRC as
related to UW,? particularly in the context of advice and support to
resistance groups. In addition, MISO, which may rely extensively on
IRCs to influence foreign governments, organizations, and groups, is
also relevant, especially as it may synchronize with UW.

The objective of this chapter is to highlight key legal and policy
issues that arise in the specific context of IRCs used in support of resis-
tance. The goal is to give the reader an understanding of important
legal considerations and identify emerging issues around unsettled law
or policy. It is important to note that popular media and some resis-
tance groups themselves may refer to activities using the term “cyber.”
This term may be loosely seen as a colloquial and common word for
IRC, meaning the means through which a group acts to affect the infor-
mation environment. As used here, the term “resistance” refers gener-
ally to nonviolent or armed opposition to a standing government and
all actors that may be components thereof. It is important to note that
more broadly within the US military, IRCs may be part of IO when used
in an integrated way during military operations “in concert with other
lines of operation to influence, disrupt, corrupt, or usurp the decision
making of adversaries.” IO operations are conducted in accordance
with specific executive orders, the details of which are not discussed
here. Rather, the focus remains on the implications for SOF conduct-
ing activities as part of 0.
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CONTEXTS IN WHICH LEGAL QUESTIONS EMERGE

SRS Tl

Groups may use cyber for various purposes, for example, webpages
or social media as a venue for recruitment, as a means for group lead-
ers to disseminate information and distribute orders, or for followers to
self-organize. It may be used to enable extraterritorial growth of intel-
ligence networks, conduct training via videos of techniques and the
posting of manuals, and provide a mechanism for financing through
digital currency such as Bitcoin. Cyber may also be a mechanism for
launching an attack that may corrupt a website or computer software
or, at the more extreme end, impact physical infrastructure, such as
interruption of the normal operations of a government building, or
temporary power outages due to an attack on a portion of the elec-
tric grid. The activities can grow in scale and effect depending on the
sophistication of the group. These examples are essentially IRCs used
by resistance groups, and they are also some of the capabilities SOF
may be advising or supporting a group to develop or use as part of a
UW campaign.

Particularly for special forces operators deployed to advise and sup-
port resistance movements, it is important for them to be generally
aware of the potential legal consequences of actions a resistance group
may take. For any IRCs used within the context of UW, key questions
include: what is being done, who is conducting the activity, where is it
being conducted, will the actions open the group to criminal charges,
is it part of an ongong conflict, does international humanitarian law
(IHL) apply, and can the actions be traceable to the US military?
Another consideration is whether US domestic law imposes restrictions
on the actions of US military personnel.
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9.1 For IRCs used in the context of UW, it is important to understand
in advance: what action is being taken, who is conducting it
and where, and whether the actions may expose the resistance
or SOF personnel to domestic criminal charges or violations of
inlernational law.

Social Media

The use of social media by resistance groups is widely documented,
and these platforms are an important tool for disseminating or coun-
tering narratives. The analysis of social media also has significant
potential for US military operations by providing insight into how large
audiences communicate and on which issues. However, there are sev-
eral issues with the use and analysis of social media. The DoD is prohib-
ited to collect on communications of US persons, both under Title 10
limitations on domestic operations and under Executive Order 12333,
which prohibits the acquisition, storage, and dissemination of US per-
son data. These prohibitions do not account for the modern informa-
tion sharing environment, where the co-mingling of US and foreign
actor communications, is the norm, as characterized by social media.

In the context of support to a resistance, if SOF wanted to analyze
social media data to assess the demographics a group is targeting and
whether the group could improve its messaging, it is quite possible the
collection of that information for analysis, whether done by SOF or
another DoD element in support of the UW campaign, could result
in the accidental collection of communications of US persons. More-
over, aside from analysis of social media, the DoD cannot target the
US public with information aimed at foreign audiences.* Therefore, a
relevant question becomes, if SOF is supporting a group in developing
a social media message, because of the reach of social media, could
their efforts to disseminate the message inadvertently constitute propa-
ganda toward the US public?

A military information support team (MISO) charged with coun-
ter-messaging could run into the same scenario, and indeed a DoD
contractor conducting analysis of opportunities to perform MISO sug-
gested that the US military develop a messaging campaign based on
comments posted on a website of a Somali-American, who was later
investigated by the FBI for potential support to terrorism.” Here, the

325



Resistance and the Cyber Domain

problem with intermingling of domestic and overseas information is
underscored. In the case of support to resistance, it is possible the SOF
personnel, in an advising capacity, are a step removed such that they
would not be implicated if this issue arose, but it is important to under-
stand the vulnerability. As discussed later, existing international legal
standards are informative when it comes to analyzing the accountabil-
ity of US personnel for certain actions overseas.

Figure 9-1 provides a summary explanation of the various catego-
ries of resistance and the activities that affect a group’s status. It also
summarizes the applicable body of law that applies and when it applies,
although the application of the law is highly dependent on the context
of the situation, especially in cyber. It is included as a helpful reference
for scenarios detailed later in this chapter.

International Humanitarian Law and Cyber

The law that applies in a given campaign or operation varies
depending on the status of the group and the character of the under-
lying conflict, if any. Traditionally, there are four categories within
which a resistance movement may fit: nonviolent resistance, rebellion,
insurgency, or belligerency.® IHL, also referred to as the law of armed
conflict, applies (albeit differently) in the last two categories, but if the
resistance movement does not cross those thresholds, then the domes-
tic criminal and civil law of the country where the actions take place
apply. IHL imposes obligations on resistance movements in exchange
for protections, and the US government position is that US personnel
will abide by IHL at all times.” However, in cyber, a group’s status is
more difficult to determine, as is the determination on the origin of
the action. Without the ability to identify the group’s status and where
the action originated, it is nearly impossible to determine whether a
country’s domestic law applies. Moreover, in cyber, it is often difficult to
accurately attribute activities to a specific group or person.
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Increasing level of intensity, duration, and organization

Nonviolent Resistance ——

Armed Resistance

Use of Legal Processes for Political Advantage

Characteristics: Individuals
or groups use legal processes
1o resist standing government,
e.g., social media messaging,
peaceful demonstration,
canvasing polls.

lllegal Political Acts

Characteristics: Individuals
or groups resorting to illegal
political acts to resist standing
government, e.g., refusal to
comply with certain laws

(civil disobedience) or other
disruptive, nonviolent acts.

Rebellion

Corresponding Legal Status:
Individuals are subject to HN law.
Indigenous status would be as a
citizen/resident. UW status is as a
tourist subject to HN jurisdiction.
FID status would depend on any
applicable SOFA.*

Corresponding Legal Status:
Individuals are subject to HN civil
and criminal law. Indigenous
status would be as a citizen/
resident. UW status is as a tourist
subject to HN jurisdiction. FID
status depends on any applicable
SOFA.* Diplomatic channels can
be used to negotiate jurisdiction
or release.

Third-Party Involvement:
Foreign government

support unlawful unless HN
consents; discovery of the
presence of personnel could
prompt diplomatic problems,
charges of espionage.

Third-Party Involvement:
Foreign support to domestic
criminals unlawful unless
HN consents; discovery

of support could prompt
diplomatic tension,
accusations of aggression,
charges of espionage.

Characteristics: Short-term,
isolated, violent engagements
of low intensity by a group
(e.g., riots); law enforcement
mechanisms are able to
suppress the violence; it
remains a domestic matter.

Insurgency

Corresponding Legal Status:
Rebels are subject to domestic
criminal law. UW status is as a
tourist subject to HN jurisdiction.
FID stand alongside the HN
government under applicable
SOFA.* Diplomatic channels may
be used to negotiate jurisdiction or
release. NOT yet an armed conflict
s0 [HL does not apply.

Third-Party Involvement:
Support of rebels violates HN
sovereignty and contravenes
international norms of
noninterference, with some
exceptions. Support to HN by
invitation or with consent is
permissible.

Characteristics: Recognition of
an insurgency is based on facts
and political factors. In general,
the fighting is more sustained
and intense and cannot be
easily suppressed by the
government. Other elements
include increased levels of the
insurgent group’s organization
and territorial control.

Belligerency

Corresponding Legal Status:
As a NIAC, the IHL protections of
Common Article 3, and potentially
Additional Protocol I, apply.
Parties can agree to apply more
protections but not fewer.

Third-Party Involvement:
Support of insurgents
violates HN sovereignty
and contravenes norms

of noninterference, with
some exceptions. Support
to HN via COIN permissible
with consent. States may
engage with insurgents to
protect property, commercial
interests, nationals.

Characteristics: (1) A general
as opposed to local armed
conflict, (2) belligerents
administer a substantial portion
of territory, (3) belligerents
follow laws of war and use
a command system, and (4)
circumstances require states to
define their positions in relation
to the conflict.
COIN-Counterinsurgency

HN-Host nation
FID-Foreign internal defense

Corresponding Legal Status:
LOAC applies. The resistance
group is deemed a de facto state
if the host nation recognizes the
resistance as a belligerency, and
its forces receive combatant/
POW status. The resistance group
and HN and allies are bound to
apply LOAC, the customary law of
international armed conflict.
IHL-International humanitarian law

LOAC-Law of armed conflict
NIAC—Noninternational armed conflict

Third-Party Involvement:
Recognition of a resistance
group as a de facto state
imposes a duty of neutrality
on third-party states. Third
parties may support one side
or the other, but doing so
constitutes an act of war.

* SOFA or other international
agreement.

POW-Prisoner of war
SOFA-Status of forces agreement
UW-Unconventional warfare

Figure 9-1. Categories of resistance and corresponding legal protections.
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IHL may become applicable to cyber operations in two ways: (1) if
the cyber operations accompany an existing armed conflict or (2) they
trigger an armed conflict on their own. UW involves a resistance move-
ment against a state government, and while UW could be part of a
larger interstate war, it is often noninternational in nature, meaning
the full scope of the Geneva Conventions do not apply.® Common Arti-
cle 3 to the Geneva Conventions defines noninternational armed con-
flicts only in the negative as those “not of an international character.”
Fortunately, the International Criminal Tribunal for the Former Yugo-
slavia laid down a more helpful standard, which requires two criteria
be met, organization and intensity." Figure 9-2 depicts this spectrum.

Level of Organization and Impact on Status

IHL’s standard for organization requires a command structure and
coordination of activities." The fighting by an organized group should
have a collective character, as opposed to individuals operating sepa-
rately.”> Cyber operations with a collective character and a command
structure might feature the allocation of targets, developing and shar-
ing tools, cooperating in identifying the adversary’s vulnerabilities, or
conducting post-attack assessments.” The requirement of organization
would not be satisfied, however, by a large group of independent actors
all targeting the government in response to a call to action because
those actors would not be under the direction of an individual or a
command structure."*

\/

Increasing level of intensity, duration, and organization
Nonviolent Legal Nonviolent lllegal Rebellion Insurgency Belligerency
L/ S A—

Figure 9-2. Spectrum of status and insurgency criteria (intensity, duration,
organization).

Consider two hypotheticals. First, a popular opposition leader
issues a call on social media for his or her followers to disrupt and inter-
fere with upcoming elections because they are viewed as illegitimate.
In response, hundreds of cyber-savvy supporters take it upon them-
selves to begin conducting DDoS attacks, hacking government websites
to deface them or change the information on them and manipulat-
ing government messages. This would likely not qualify as organized
because even though the supporters have undertaken these actions at
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the request of the popular opposition leader, their efforts are uncoor-
dinated and independent; they are not directed by any form of lead-
ership. No command structure prescribed or coordinated actions or
actors. Indeed, one can see opportunity not only for overlap among the
supporters’ actions but also interference among their efforts.

Second, the same popular opposition leader issues the same call
on social media for followers to disrupt and interfere with upcoming
elections. This time, though, two enterprising leaders in the opposition
community direct specific individuals to undertake particular actions.
They deconflict and assign targets, and they instruct those individu-
als to undertake certain missions based on their skillsets. Then they
ask different supporters to conduct post-attack assessments to deter-
mine which tactics demonstrated success. All the individual supporters
perform the tasks these two enterprising leaders tell them; they follow
orders. This scenario may exhibit a sufficient level of organization to
satisty the legal standard because it includes defined leaders exercising
control through a command structure, instead of individuals separately
taking actions without any coordination.

These two cases are the two ends of a spectrum with fairly straight-
forward answers. The difficult cases lie in between these where groups
engage in some method of coordination, but it may not be standard-
ized or consistently followed. In those difficult cases, the determination
resides with the particular facts. The important takeaway is that whether
or not a group is organized, it may be able to achieve intense effects. A
traditional interpretation of the law does not consider especially small
groups that can achieve outsized impacts. This is a potential gap.

In the cyber domain, it is common for individuals to organize vir-
tually, and it is not necessary to meet in person. It remains unclear
whether the organization element requires the group to meet physi-
cally and whether virtual organization will be sufficient.”” The court
case establishing these two criteria, however, does not explicitly state a
requirement to organize physically in person,'® so virtual organization
as put forth in the hypothetical likely satisfies the requirement. Ulti-
mately, the organization requirement would rule out the relevance of
IHL for any cyber attacks performed by non-military, private, individ-
ual hackers or groups of hackers operating without coordination and
leadership. However, this is perhaps an area for further development, as
cyber actions may be capable of causing the same level or more damage
as a conventional attack, but without the level of organization required
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to constitute an insurgency from a legal perspective. Otherwise, only
the domestic laws of the country in which they operate and which they
attack would apply.

Intensity and Impact on Status

The second criterion, intensity, requires “protracted violence
between government authorities and organized armed groups or
between such groups within a State.””” However, “internal disturbances,
and tensions, such as riots, isolated and sporadic acts of violence and
other acts of a similar nature,” do not meet the intensity requirement."®
Two parts of this standard are difficult to analyze for cyber attacks.
First, there must be violence. Scholars make the argument that violence
in this context means physical destruction." Accordingly, cyber opera-
tions that do not cause physical destruction may not count toward cre-
ating a noninternational armed conflict.?” Second, the violence must
be protracted. This presents a particular obstacle for cyber operations
because they are often sporadic or occur within short time windows.

9.2 The organization and intensity of a group’s actions is based on
all of their activities, not strictly the cyber activities. Therefore, the
requirements of organization and intensity can be satisfied by non-
cyber activities, or in conjunction with cyber activities, and IHL
applies in that case to the cyber actions.

Consider the hypothetical discussed under the requirement of orga-
nization. In that hypothetical, the cyber operations defaced govern-
ment websites and interfered with their functioning, but they did not
destroy physical materials. To satisfy the intensity criterion under the
traditional interpretation requires physical destruction. It is unclear
under the law whether destruction of data qualifies, but the current
argument put forward by scholars holds that the destruction must be
analogous to destruction by traditional kinetic weapons.? Moreover,
for that hypothetical scenario to meet both criteria requires the cyber
operations by the opposition not only to physically destroy government
objects but to do so over an extended, or protracted, period of time.*
This means one-off, isolated cyber operations do not satisfy, no matter
how intense. It should be noted that the analogous kinetic operations
could not be expected to be continuous without any interruption, but
must be a sustained series of operations. Likewise, the criterion could
be satisfied by a sustained series of destructive cyber operations.
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However, the criteria of organization and intensity could be met
if the group’s activities are analyzed as a whole. It is possible, perhaps
even likely, that IRCs are only a part of a group’s strategy and, taken
with additional actions, pushes the group across the threshold where
broader IHL protections apply.

Even though the United States has not signed Additional Protocol
IT (APII) to the Geneva Conventions, many other countries have, so it
is worth noting that APII imposes an additional requirement of con-
trolling enough territory so that the group can carry out sustained and
concerted military operations.” Cyber operations alone could not meet
this requirement. If a special forces operator advises a resistance move-
ment in a country that has signed APII, then cyber operations that
meet the requirements of organization and intensity may still not cre-
ate a noninternational armed conflict that requires applying IHL if the
group is not also controlling territory.

The importance of these considerations is that if the cyber opera-
tions accompany an existing kinetic armed conflict or create an armed
conflict on their own, then IHL applies to cyber operations just like
any other operations. If there is no armed conflict, however, only the
domestic law of the country in which the resistance takes place applies.
Consider the implications of this by walking through three relevant
rules of IHL: distinction, proportionality, and direct participation
in hostilities.

The rule of distinction means that operations must not target civil-
ian persons and objects.? The rule of proportionality deals with the per-
mitted level of loss to civilian life and objects as collateral damage when
military personnel and objects are the main target.” Without doubt,
these principles apply to cyber operations during armed conflicts. How
these apply to cyber operations can become difficult. For instance, the
rule of distinction means that civilians and civilian objects are not to
be targeted, but a question arises as to whether data constitute objects.
If they do, then cyber operations must avoid or limit as much as pos-
sible any damage to civilian data and civilian data networks. This can
be severely limiting because the majority of data networks and other
infrastructure across the world are civilian, including those used by
militaries. An exception exists, however, for war-sustaining activities
and facilities.? Traditionally, this permitted targeting factories and
warehouses known to produce war materials, such as tanks and muni-
tions, or shipping lanes used to transport personnel and weapons.
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Applying this exception in the cyber domain challenges the param-
eters of this exception. It would seem to permit targeting banks online
if those banks are known to provide or channel funding to the adver-
sary.”” However, consider the vast impact to civilians of a cyber attack
by a resistance group on a central banking system. The war-sustaining
activity exception to the rule of distinction may appear to permit such
an attack, but the rule of proportionality requires the resistance group
to limit the impact to civilians.

A common example given about the potential destructive power of
cyber operations is interruption to or taking control of infrastructure
that relies on networks, such as power grids and dams. Two rules under
customary international law IHL prohibit such operations. First, one
cannot attack, destroy, remove, or render useless objects indispensable
to the survival of the civilian population.”® This would mean a resis-
tance movement subject to IHL could not use cyber operations to take
out a power grid because the grid could be argued to be indispensable
to civilian populations. This would not necessarily preclude any and all
attacks on power grids. If, for instance, a sophisticated cyber operator
could target a limited portion of the grid that supported military instal-
lations, that would likely be permissible. This rule would also mean the
resistance movement subject to IHL cannot hijack a dam and prevent
water from reaching civilians.

Second, one cannot attack structures that contain dangerous
forces if the attack releases the dangerous force and causes severe loss
to the civilian population.”” This would mean that a resistance group
cannot use cyber operations to hijack a dam and release the water
to destroy down river objects if doing so leads to severe loss in the
civilian population.

If the resistance movement does not rise to the level of at least
an insurgency (see Figure 9-1), then these rules do not apply. Conse-
quently, there would be no rule prohibiting these actions, but the resis-
tance movement would then be subject to domestic criminal and civil
law. Thus, if a resistance group uses cyber operations to take down a
power grid or hijack and release a dam, those responsible are liable
criminally and civilly for the damage, destruction, injuries, and death
caused to people and property.

This distinction raises the issue of which law governs nondestructive
cyber operations, such as interrupting media, spreading propaganda,
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or conducting psychological operations. Simply, the IHL does not
impose prohibitions or restrictions on these kinds of cyber operations.
Indeed, the concept of attacks under IHL does not include embargoes
or other non-physical economic warfare either.”” This does not mean,
however, that these kinds of operations are not touched by some source
of law. They are subject to the domestic criminal and civil law of the
state in which they are undertaken and potentially in the state in which
their effect is felt. These laws can include prohibitions on espionage or
insurrectionist activities. They can prohibit psychological operations
by making certain actions on data networks illegal. Alternatively, some
countries maintain laws that make certain speech illegal because it sup-
ports terrorism or is considered hate speech. Special forces operators
would be well prepared if they know the laws in the country in which
they are sent to operate, so that they do not unknowingly place the
persons they support in legal jeopardy. They should have that informa-
tion so they can make an informed decision about whether to take that
risk. Itis beyond the purview of this chapter to conduct that exhaustive,
comparative legal study.

9.3 It may not be immediately clear which body of law applies to
cyber operations. If certain actions do not invoke IHL, 1t may be
domestic law that applies, which may not be known to special forces
aduvising the resistance.

If only domestic law applies, then cyber operators in resistance
movements need to worry about being arrested and prosecuted. If,
however, IHL applies, then those in resistance movements conduct-
ing cyber operations open themselves to being the target of attack
by the national military against which they fight because of the doc-
trine of direct participation in hostilities; civilians share the protection
afforded by the IHL “unless and for such time as they take direct part
in hostilities.” To be targeted under this rule requires meeting three
criteria: (1) “the act must be likely to adversely affect the military opera-
tions or military capacity of a party to an armed conflict, or to inflict
death, injury or destruction on persons or objects protected against
direct attack;” (2) “there must be a direct causal link between the act
and the harm likely to result either from that act, or from a coordi-
nated military operation of which that act constitutes an integral part;”
and (3) the act must “directly cause the required threshold of harm in
support of a party to the conflict and to the detriment of another.”*
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While these criteria are generally accepted, debate arises over how to
establish the direct causal link between the act and the harm.* For
instance, there is disagreement over whether an improvised explosive
device maker directly or indirectly causes harm. A similar argument
could be made over whether software designers and programmers who
create destructive programs and tools cause direct harm. Under this
doctrine, cyber operations like military intelligence gathering, disrupt-
ing enemy cyber networks, and manipulating military systems qualifies
as direct participation, opening the perpetrator to targeting.*

Apart from which area of law applies to the cyber operations of
a resistance movement, special forces personnel advising these move-
ments abroad should be aware that their connection to the resistance
group carries the potential to implicate the United States via the doc-
trine of state responsibility. That doctrine says essentially that a country
can be held responsible and accountable for the actions of irregular
forces it supports.® It requires a connection between the country and
the irregular forces, but the level of connection required has been
decreasing over the last few decades. In a case about US support to the
contras in Nicaragua, the International Court of Justice (IC]) said the
connection had to be one of effective direction and control.?® In that
case, providing weapons, training, and planning advice did not create
enough of a connection to find the United States responsible for the
actions of the contras; the United States had to dispatch or direct the
contras on operations or be substantially involved in the operations.

9.4 US personnel who advise resistance movements, whether the advice
pertains to kinetic or cyber operations, can implicate themselves
and the United States more broadly, by connection to the resistance
movement and the subsequent actions the movement may take
based on their advice.

A later case in the International Criminal Tribunal for the Former
Yugoslavia lowered the standard for the connection to overall control.*’
In that case, the court held that for the Federal Republic of Yugosla-
via to be responsible for the acts of the Bosnian Serb armed groups
required more than financing and equipping; it required participation
in planning and supervision of military operations. Following Septem-
ber 11, 2001, the United States, supported by North Atlantic Treaty
Organization (NATO) and the United Nations (UN) Security Council,
invaded Afghanistan in self-defense against al Qaeda without drawing
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the connection between it and the Taliban government of Afghanistan.
The pronouncements of governments and the UN condemned the
Taliban government for allowing Afghanistan to be used as a base and
sanctuary of al Qaeda, but the self-defense argument was not made on
the basis of effective control (the International Court of Justice stan-
dard in the Nicaragua case) by the Taliban government over al Qaeda
or overall control (the International Criminal Tribunal for the former
Yugoslavia standard). Thus, non-state actors who commit an armed
attack from within a host nation can trigger the right to self-defense
and implicate the nation that hosts them only because it allowed the
non-state actors to base there and the host nation did not stop them
from committing that armed attack. September 11, 2001 was only one
incident to which that standard applied, and it was relatively recent,
so the international community may decide in future cases that it was
a unique case and requires the overall control test be met. However,
when Israel invaded Lebanon in 2006, it did so in response to Hiz-
bollah’s terrorism, so the international community appears willing to
accept arguments of self-defense in response to non-state group vio-
lence.*® Accordingly, should a non-state group mount cyber operations
that meet the threshold of armed attack against a government, and the
special forces soldier is identified as being involved by exercising effec-
tive control, overall control, or providing the base or safe haven from
which to operate, it appears that states are comfortable with holding
the United States responsible for the actions of the non-state group
because of that connection made by the special forces soldier. This is
imperative for a special forces soldier to know because part of the goal
of UW is to support irregular armed forces so that the United States
does not need to engage directly. Implicating the United States in the
resistance group’s actions defeats the desire of UW to remain mini-
mally involved in the conflict.

Many of the rules and their consequences mentioned in this chap-
ter depend on the cyber operations being not only detected but also
attributed to the perpetrator. The issues of detection and attribution
raise serious questions in the law of cyber operations. For instance, an
adversary cannot know who to target in response to cyber operations
waged against it. Worse, an adversary may not only anonymize its iden-
tity and location, but it could also lead forensic analysts toward find-
ing an innocent person or group responsible. This amounts to a false
flag operation that has long been forbidden under international law.*
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Another challenge arises in detection and the difficulty in determining
a cyber operation’s purpose or when it begins or ends. The doctrine of
direct participation in hostilities permits a civilian to be targeted for
such time as he or she engages in military operations.

The cyber domain presents two challenges. The first is that some
cyber operations may last only seconds or minutes from beginning to
end. Others may last for years as the software and tools work through
networks to their desired end locations. This leads to the second chal-
lenge, determining when a cyber operation begins and ends. Can per-
petrators be targeted every time they sit down at a computer? Does
the software or other tools have to cause damage before the user is
targeted? The right to self-defense suggests otherwise. However, a fur-
ther problem lies in the ambiguity of cyber weapons. The easy cases are
those cyber operations that express clear intentions to impose physi-
cal damage and harm on a target or those that clearly express limited
purposes of intelligence gathering and no eventual damage or harm to
data or physical objects. The difficult cases are those software or tools
that hold ambiguous intent or targets. For instance, to effectively attack
some targets, reconnaissance is required, so tools are deployed to con-
duct that reconnaissance. However, it is difficult, if not impossible, to
know when those tools are simply in place for the purposes of con-
ducting espionage and when they lay the groundwork for a physically
destructive attack. This complicates a response because espionage is a
domestic crime, while preparation for a destructive attack may justify
self-defense using a military response.

9.5 Cyber strains the traditional legal interpretation of organization
and intensity because a group can achieve very high intensity with
little organization and few resources.
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KEY TAKEAWAYS

9.1 For IRCs used in the context of UW, it is important to
understand in advance: what action is being taken, who is
conducting it and where, and whether the actions are likely
to expose the resistance or SOF personnel to domestic
criminal charges or international law.

9.2 The organization and intensity of a group’s actions is based
on all of their activities, not strictly the cyber activities.
Therefore, the requirements of organization and intensity
can be satisfied by non-cyber activities, or in conjunction
with cyber activities, and IHL applies in that case to the
cyber actions.

9.3 It may not be immediately clear which body of law applies
to cyber operations. If certain actions do not invoke IHL, it
may be domestic law that applies, which may not be known
to special forces advising the resistance.

9.4 US personnel who advise resistance movements, whether
the advice pertains to kinetic or cyber operations, can
implicate themselves and the United States more broadly,
by connection to the resistance movement and the
subsequent actions the movement may take based on their
advice.

9.5 Cyber strains the traditional legal interpretation of
organization and intensity because a group can achieve
very high intensity with little organization and few
resources.

The status of a resistance group ties to the type of activities it under-
takes and whether they are violent or cause destruction. The nature
of the activities ties to the character of the conflict (international or
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noninternational), which determines the body of law that applies to
the group and those advising the group. Therefore, it is important to
understand the activities a group takes and the legal implications for
the resistance, individual special forces, and the US government.
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Chapter 10. Application in Case Studies and Fictional Scenarios

Chapter 10 contains an applied lessons chapter with case studies
of the Syrian Civil War, Ukraine, nonviolent movements, and a fic-
tional scenario involving the Redlands Resistance Movement. At the
conclusion of each case study, there are a series of questions to prompt
readers to integrate key takeaways from the previous chapters in this
study. It is important to note that the answers for the historically based
cases are based in accurate events. The fictional scenario has a set of
hypothetical answers, but the reader should consider alternative solu-
tion space. In sum, this chapter enables the ARSOF solider to critically
think through the takeaway messages from across the various chapters
and think holistically about an operation.

ok

The ongoing civil war in Syria that grew out of nonviolent and later
low-level violent resistance to the regime of Bashar al-Assad served to
illustrate a range of cyber actors and activities in modern warfare. As
examined in detail by Edwin Grohe in his monograph entitled “The
Cyber Dimensions of the Syrian Civil War,” individuals, groups, and
state-sponsored actors both internal and external to the conflict
engaged in cyberspace operations directly related to the conflict.

SYRIAN CIVIL WAR

Supporting the regime, the Syrian Electronic Army (SEA), a loosely
state-sponsored organization, initially focused primarily on spreading
pro-regime messages.

Overtime, the group increasingly engaged in efforts to reach beyond
messaging to more destructive attacks in both cyber and physical space.

Anti-regime forces, while less organized, also mounted cyber cam-
paigns. These primarily focused on delivering their own messages
but also included cyber espionage. Interestingly, external actors also
engaged in cyberspace operations in the Syrian Civil War.

Cyber was also used by both sides and external entities to gather
information then used for attack in physical space.
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What medium could the SEA use to spread pro-regime messages?
Related Key Takeaways: 2.6

Spreading pro-regime messages through website defacements
attacking a legitimate website and replacing its homepage with one
created by the hackers.

What destructive attack in both cyber and physical space would
further the reach of their messaging? Cyber to physical?

Related Key Takeaways: 3.4, 4.1, 5.8, 6.5

These methods included DDoS attacks, spreading fake news (one
story involved reports of attacks on the White House and harm to
President Obama, which resulted in a temporary drop in global
stock markets2), and attempts to attack industrial control systems,
such as a water facility in Israel.

What cyber espionage actions could reinforce their narrative?
Related Key Takeaways: 3.2, 4.2

Actions include hacking and monitoring al-Assad’s personal email
account in an attempt to gather derogatory information about
the regime.’

How could a cyber action enable an attack in the physical space?
Related Key Takeaways: 4.9, 6.2, 6.3

In one widely reported example, an ISIL operative in Syria took a
“selfie” in front of a “headquarters” building and posted it online.
The facility was subsequently bombed and destroyed shortly
thereafter by the US Air Force.* This illustrates the interconnected
nature of the cyberspace domain and the physical domains, and
warfighters must understand that actions in one can lead to effects
in the others.
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CONFLICT IN UKRAINE

SIS L

The continuing conflict in Ukraine also offers illustrative examples
of the conduct of cyberspace operations in modern conflict. Cyberspace
actions included IO using social media as well as website defacements.
Most notably, the conflict also included the first publicly acknowledged
cyber attacks to result in electric power outages.’ State-sponsored cyber
activity included signals intelligence and cyber espionage targeting the
Ukrainian army, to include collection of location data associated with
mobile phones and wireless networks.® A significant escalation in the
cyber conflict occurred in December 2015 when a cyber attack on several
Ukrainian electrical power distribution networks, causing power out-
ages lasting several hours that affected approximately 225,000 people.’

What cyber threat actors could be at play in the Ukraine conflict?
Related Key Takeaways: 3.3

Cyber threat actors involved could include highly capable, state-
sponsored groups and hacktivists, as well as other lower tier, less
capable individuals and organizations.

What actions could have taken place in the physical layer?
Logical layer?

Related Key Takeaways: 6.2, 6.4

In the physical layer, Russian special forces seized an IXP in Crimea.?
In the logical layer, the following actions were taken: Website
defacements, DDoS attacks,” and advanced malware.!”

What type of cyber action would a pro-Russian hacktivist engage in?
Related Key Takeaways: 4.1, 4.7, 7.9

“CyberBerkut” engaged in a variety of cyber attacks. These attacks
included confidentiality attacks enabling subsequent I0. One such
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case involved publicizing a confidential phone call between a US
diplomat and the US ambassador to Ukraine" by uploading it to
YouTube. This organization also compromised the Ukrainian
Central Election Commission during the presidential election.
While limited in effect, this attack delayed software intended to
provide real-time vote results by approximately twenty hours.'

What TTPs would an actor employ in the cyber attack on the
Ukrainian electrical power networks?

Related Key Takeaways: 3.5, 8.3

This attack displayed a variety of TTPs, including the use of spear-
phishing, malware, and the use of VPNs" to traverse the target
networks. The attackers appeared to gain access to the electrical
power networks for at least six months,"” and the three separate
power companies were attacked within thirty minutes of each other,'
affecting at least twenty-seven separate electrical substations."”

CYBER IN NONVIOLENT MOVEMENTS

Unlike the case studies presented earlier, there is no single, compel-
ling, nonviolent movement or event in which cyber operations played
a substantial role to date. Rather, there are several anecdotal examples
associated with nonviolent movements, as well as the example of groups
such as Anonymous that appear to support a range of movements in a
manner generally consistent with a collection of principles they seem to
be attempting to advance.

One example of a nonviolent movement for which there was some
cyber aspect was Occupy Wall Street, a protest against the perceived
excesses of the financial industry in September 2011. While this move-
ment primarily focused around a physical occupation of Zuccotti Park
in New York City, it also demonstrated a multi-faceted cyber presence.
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Another example can be found in the mobilization, coordination,
and information sharing aspects visible in the case of the Stop Hunting-
don Animal Cruelty campaign, in which organizers hacked the net-
works of the Huntingdon Life Sciences Corporation, which conducts
animal testing for medical purposes.'®

What are some of the facets of the cyber presence associated with
the Occupy Wall Street movement?

Related Key Takeaways: 2.9, 3.5, 7.9

Digital media was used to mobilize support, coordinate efforts, and
share information. Armed with cell phones, Occupy participants
became media outlets, projecting news, images, and their messages
directly from the physical location."” Other examinations of this event
also noted how digital media enabled the exercise of democratic
freedoms of assembly and free speech beyond the physical locality
of a single event and further enabled digital age social movements
broader reach.?

How could stolen information be used to further the Stop
Huntingdon Animal Cruelty campaign’s agenda?

Related Key Takeaways: 2.3, 2.10

Information stolen in the attack was used to expose the private
addresses of employees, investors, clients, and partners. While this
information was used primarily for online shaming and harassment,
violent acts such as attacking the company’s marketing director at
his home with pepper spray occurred. Acts incited through digital
media resulted in convictions of several activists,* but the campaign
was also successful in that the company was delisted from the New
York Stock Exchange,?* though whether the cyber component of the
campaign was central to this outcome is unclear.
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FICTIONAL EXAMPLE: REDLANDS RESISTANCE
MOVEMENT

SIS L

The following fictional example accounts for the aforementioned
challenges in attributing an actor to an action and cybersecurity con-
cerns. Within the scenario, the antagonist (the Red Berets) uses the
cyberspace environment to support its resistance movement within
the state of Redlands. The US geographic combatant command (US
Eastern Command) is tasked to provide Redlands with assistance in
combating the Red Berets. The Red Berets seek to maximize the advan-
tages that operating within cyberspace enables, and both Redlands and
US EASTCOM seek to attribute Red Beret actions and mitigate Red
Beret cyberspace threats.

Scenario

Within the western pacific, the nation-state of Redlands has been a
pro-US supporter for the past fifty years. Redlands is seen as a reliable,
international partner who shares US values. Redlands is a US friendly
nation, but recently in the past five years, a resistance movement known
as the Redlands National Front or Red Berets for short engaged in polit-
ical and civil disorder actions against the government. The Red Berets
seek a socialist government and state the current democratic republic
government is insufficient to govern and meet the needs of the Red-
lands nation. The government of Redlands asked for US training and
assistance in the form of host-nation engagement to counter the Red
Berets movement. The United States provides host-nation support to
the state of Redlands, which is under the geographic responsibility of
US EASTCOM.

US EASTCOM establishes Joint Task Force (JTF) Redlands to pro-
vide host-nation assistance to Redlands. Host-nation assistance consists
of humanitarian aid, civil affairs, security force training, and combined
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field training operations with US advisors. The JTF will operate within
Redlands as the area of operation is limited to Redlands borders.

Howmightthe Red Berets group assessits cyberspace environment?
Related Key Takeaways: 2.8, 5.2, 7.6

The Red Berets started its movement with multi-domain analysis.
Within this analysis is an assessment of the cyberspace environment
and how cyberspace can support its intent and operations. The
Red Berets assess that it has a maneuver disadvantage in the air,
land, and sea domains but has a maneuver advantage within the
cyberspace domain. This is due to the cyberspace domain not being
bound by physical borders, but the JTF Redlands is bound. Within
cyberspace, physical borders are seamless, and the Red Berets intend
to link disparate, globally distributed individuals and groups to its
cause. The Red Beret planners assess that the anti-US sentiment
among actors is enough to entice them to cooperate, which on their
own initiative might not have occurred.

What type of C2 structure should the Red Berets employ?
Related Key Takeaways: 7.1, 7.4

The Red Berets employ a command structure that combines the
best practices of military doctrine. To this end, the Red Berets have
a leader who employs a staff that acts on his guidance to produce
a desired end state. To maximize the use of cyberspace, the Red
Berets have an IO planner and a cyberspace operations planner.
The focus of the IO planner is to use multiple means, to include
cyberspace, to project information to influence target audiences—
friendly, hostile, and neutral. The focus of the cyberspace planner
is to use cyberspace to support IO, which includes but is not limited
to defacing adversary websites, disrupting adversary network
operations, projecting and broadcasting propaganda and anti-US
rhetoric, enabling communications with potential global recruits,
and enabling global financial transactions.
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What could be components of a global messaging plan by the
Red Berets?

Related Key Takeaways: 2.1, 2.8, 5.2, 5.3, 5.9, 5.10, 8.3

The Red Berets 10 coordinator developed a messaging plan
that addresses three efforts simultaneously. The first effort is a
propaganda and anti-US messaging effort. Second within these
messages are calls to global audiences to resist the United States
and support the Red Berets. Third within certain messages are
coordinating instructions for global operations. To avoid targeting
by US cyberspace forces, websites used for recruiting and propaganda
messaging are often hosted in IP space of other countries. This is
deliberate as to create the conditions that if the website is attacked,
purportedly by the United States, the chances of creating collateral
damage and escalating the conflict by executing an attack outside
of the area of operation significantly increases.

How can the Red Berets secure global financing?
Related Key Takeaways: 8.5, 8.6

To secure global financing, coordinating activities are executed via
Tor. Prospective sources are provided a link to download the Tor
browser, an easy-to-use web browser with a builtin Tor client. To
avoid exploitation by US intelligence, the link is provided by a one-
time transaction email, and any associated contacted is executed
through a VPN. Additionally, financing is executed through
financial services similar to Western Union and only by exception
via bank accounts that offer anonymity similar to Swiss bank
accounts. The globally sourced finances are used to purchase arms
to support field operations, transport recruits to Redlands, and pay
for third-party cyber expertise.

What global messaging can be used to support Red Berets efforts?
Related Key Takeaways: 5.6, 7.7, 8.6

Global sourcing of personnel also executes through Tor. Prospective
recruits are initially contacted via the social media effort. The
patriotism of globally dispersed Redlandians, a dislike of the
current government, and a dislike of the United States are the
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primary drivers for recruit support. Red Beret planners depend on
this sense of patriotism and dislike of the United States to draw
prospective recruits to its cause. The Red Berets source recruits who
are not Redlandian by descent, but a dislike of the United States
binds many Redlandians and non-Redlandians together. The use
of global messaging through the Internet is a key enabler to this
effort.

How can the Red Berets use social media for recruiting personnel?
Related Key Takeaways: 4.2, 4.8, 4.9, 7.6, 7.7, 8.6

The IO planner has a staff that methodically combs through social
media collaboration sites where anti-US sentiment is common.
The IO staff scours posted dialogues to identify potential recruits.
Knowing that intelligence agencies are monitoring, the planners
often engage other audiencesin very broad, non-committal language
for two reasons. First is to increase the anti-US feelings within the
individual and second to not alarm any open-source or human
intelligence analysts monitoring the site. If a planner believes the
identified persona could be a potential recruit, then the persona
is sent a personal message, and the planner communicates directly
with the persona.

The planner uses a false persona. A false persona is often tailored
to be very amicable to the target. The planner scours a site and
develops a false personalater to deliberately target and dialogue with
a potential recruit. At this point, the dialogue becomes increasingly
anti-US, but the planner does not hint of any recruiting desires.
The planner continues to engage the potential recruit until the
persona hints he/she desires to support the Red Berets movement.

At this point, the planner guides the persona to reveal the nature
of the desired support for the movement (financing, foreign fighter,
blogger, etc.). From this point, the planner lets the recruit know
“I will see if I know anyone who can help you.” After a few days,
another planner contacts the potential recruit and starts another
dialogue. The recruitis provided a link to a Tor-based collaboration
site within which the potential recruit and the planner continue
their dialogue. This Tor-based site is not the primary collaboration
site; its purpose is to further screen protective recruits as legitimate,
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illegitimate (intelligence personnel in disguise), or not worth
the effort. The dialogue continues until the planner makes a
determination. If the recruit is assessed to be legitimate, it is given a
link to one of multiple Tor-based collaboration sites. The Red Berets
deliberately run multiple Tor-based sites for redundancy purposes
if one or more of the primary sites are compromised.

What covert strategies can be employed to minimize the risk
of attribution?

Related Key Takeaways: 8.7, 8.8, 8.9, 9.1

To further disguise its actions, the Red Berets sometimes use a third
party. The Red Berets use cyber mercenary groups to execute actions
on its behalf. This is deliberate in the belief that the Red Berets
assess US intelligence will at least acquire technical attribution.
To minimize attribution risk, the Red Berets often employ cyber
mercenaries for attacks on US government systems. If technical
attribution is achieved, it is the third party that is attributed, but
the Red Berets are not.

How can an overtattack be used to distract from a covert operation?
Related Key Takeaways: 3.4, 6.3, 7.10, 8.2, 8.6, 8.7, 8.10

The Red Berets sometimes attack via a combination of overt and
covert means. This is deliberate as the overt means are used to
distract network defenders, while the covert means are employed.
The Red Berets draw upon its global support network to execute
the overt attack.

To minimize attribution risk, the Red Berets use publically available
tools, which significantly make human attribution more difficult
because the public has access to the tools. This and the fact that
hundreds of global sympathizers actively support the Red Berets
cause make it difficult to attribute overt attacks to the Red Berets.

Concurrent with the overt attacks, the Red Berets use its cyber
expertise and third-party expertise to execute covert attacks. Both
attacks are designed to penetrate a targeted network, but the overt
attack is used to draw resources and attention to thatattack while the
covert attack takes advantage of the situation and quietly penetrates
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the same targeted network. The Red Berets demonstrated this
combined attack ability when the US EASTCOM'’s public website
was defaced with the Red Berets banner. This was accomplished
through a combined overt and covert attack. Overtly, the website
was subjected to a DDoS attack, which sent to many website access
requests from thousands of bots within a botnet.

Additionally, a spear-phishing attack was conducted against US
EASTCOM leadership. Tailored emails with embedded malicious
code was sent to the command staff, with the malicious code
programmed to search for the website files and exfiltrate the
data back to a Red Berets programmer. US EASTCOM network
defenders were on the DDoS and how to mitigate the attack without
shutting down the website, while missing the spearphishing and
resulting exfiltration. Because the malicious code bypassed the
security settings, its presence was initially unknown to the network
defenders, and it communicated back to the Red Berets cyberspace
operators the malicious code location, website configuration, and
open entry and exit points. The Red Berets cyberspace operators
then redesigned the US EASTCOM website, injected the code back
into US EASTCOM’s public website, and broadcast the Red Berets
banner on the public website. This action forced US EASTCOM
network defenders to take the website offline, find and quarantine
the code, and search the remaining network topologies for any
remaining malicious code.

How could the Red Berets gain access to the networks of
deployed forces?

Related Key Takeaways: 4.4, 4.6, 8.8

The Red Berets developed a cyber concept of employment before
JTF Redlands deployed. While the US EASTCOM site was defaced,
another cyberspace operation to penetrate JTF Redlands was
underway. Red Berets made contact with third parties who are
sympathetic to the group and have advanced code writing skills at
a near US-peer level.

The Red Berets sought to penetrate the networks of deployed forces.
To do this, Red Berets cyber planners deliberately developed code
unknown to cybersecurity companies because it has not been used
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before. The Red Berets slowly penetrated US networks stateside,
building upon the penetration of US EASTCOM’s networks.
Because of the network trust between US EASTCOM’s networks
and JTF Redlands, malicious code transferred undetected into JTF
Redlands networks.

Once inside JTF Redlands networks, Red Berets cyber operators
navigated to data storage servers, located operations updates, and
exfiltrated the data to Red Berets field forces. Additionally, the Red
Beret cyber operators located cyberspace key terrain and staged
code on it. This is at the request of Red Beret leadership who desires
to disrupt US networks at a decisive time.

What US EASTCOM counteractions could be taken?
Related Key Takeaways: 3.6, 4.7, 4.9

Fortunately for JTF Redlands, the J2 assessed that the Red Berets
would have advanced cyber support within its global support
networks. This prompted the J2, J6, and J3 to identify cyberspace
key terrain (CKT) and request cyber protection team (CPT)
support to secure and monitor the key terrain. CPT support is a
joint, high-demand, low-density asset so support did not arrive
until one month after the arrival of JTF Redlands into the area
of operation. The CPT built upon the ]J2/3/6 CKT identification
and executed hunt operations with the CKT and the topological
connections linking them. After two months of operations, the
CPT discovered activity that it could not classify. Although not an
immediate indicator of adversary activity, this was a key enabler
to locating the adversary penetration. In collaboration with the
intelligence community, a forensic analysis was conducted of the
activity, and it was determined to be unknown malicious code. The
network defense and detection systems were updated, and the code
within the network was detected and quarantined.

What actions should the JTF Redlands employ to address the
cyberspace asymmetry?

Related Key Takeaways: 4.5, 4.6, 4.7

The Red Berets used the cyberspace domain’s seamless borders
to link disparate parties separated by thousands of miles. This is
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a significant asymmetric advantage because cyberspace actors can
engage virtually person to person short of physically engaging.
This global connectivity enabled the Red Berets to secure global
financing, material, and personnel. Fortunately for JTF Redlands,
the J2 and ]3 assessed that the Red Berets would leverage global
support. Because of this, JTF Redlands provided planners to US
EASTCOM operational planning teams and developed a cross
combatant command support plan. This support plan enabled JTF
Redlands to identify an actor with direct impact on its operations
but who is outside the area of operation. Upon identification, JTF
Redlands coordinated with US EASTCOM, which coordinated
with the combatant command within which the actor is located for
threat mitigation.

What cyber hygiene measures should the Red Berets employ to
protect against offensive cyberspace forces?

Related Key Takeaways: 3.4, 3.5, 4.2, 4.4, 4.5, 8.1, 84, 8.5

The Red Berets defaced pro-US rhetoric websites, attacked US
networks, recruited foreign fighters, and secured finances through
cyberspace means. The Red Beretplannersassess that USintelligence
will try to identify the communications nodes and personnel, so the
Red Berets implemented internal measures to protect its networks
and minimize attribution risk. Realizing that the human link is the
weakest, it is the primary emphasis for network defense. The Red
Berets adopt a thorough cybersecurity hygiene plan to emphasize
the role the human link plays in promoting cyber defense and
minimizing attribution risk.

To enforce cyber hygiene, the Red Berets implemented the following
procedures:

Cell phones: Personnel use burner cell phones. These phones are
meant to be used for short periods and then discarded, making it
difficult for an opponent to track the phone. Because burner phones
can be purchased almost anywhere, it is difficult to compromise the
supply chain of burner phones. Only by exception are smart phones
used, and the GPS must be disabled as to not geolocate and record
the phone’s location.
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Email: Multiple email accounts are used and changed on a random
basis. Personal email is only used by exception, and transactions via
email are avoided when face-to-face contact is feasible. All email
attachments and hyperlinks are opened in a virtual network to detect
any embedded malicious code or beacons. The virtual network uses
replicated computer operating systems virtually resident within a
physical host computer. By opening hyperlinks in a virtual network,
any malicious code will interface with the virtual network computers
and not the physical computer a Red Berets operator uses.

Removable media: File copying and data transfer are executed
through CD burning. Using a CD minimizes the use of flash
software supported by thumb drives. If thumb drives have to be
used, then they are opened in a virtual network. Use of a virtual
network enables embedded malicious flash software to interface
with the virtual software and not harm the actual hosting terminal
and network.

IoT" devices: The IoT is not used within the Red Berets physical
infrastructure. However, from the core members moving outwards,
the IoT is used by some supporting and tertiary personnel. Rather
than believe all members are 100 percent policy compliant, guidance
issued from the Red Berets core is not to use the same username
and password for each device.

Cloud: Cloud services are not used for personal smart phones,
tablets, laptops, and the storage of data related to daily activities.
The Red Berets policy is to store data locally but encrypt the data
and restrict who can access the data. If Red Beret personnel have to
move, and the risk of devices being captured is moderate or high,
then data are uploaded into a cloud service, and the device hard
drives are wiped. This measure is key takeaway #4 (separation of
cyber capabilities) in action because personnel and devices are at
the greatest risk of capture when in transit. For this reason, key
takeaway #6 is enacted, and data are uploaded into a cloud before
travel, and when the personnel and device reach their destination,
the data are downloaded back to the device.

Darknets: The Red Berets host coordinates activities of personnel,
material, and financial transactions within a Darknet. The Red
Berets divide activities into functional cells (as described in key
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takeaway #4) because it separates the recruiting activities in the
public domain from the resistance movement’s coordinating
activities. This further protects the location of the Red Berets’
Darknet assets if a recruiting activity or site is compromised in the
public domain.
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